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Abstract—A lot of matching algorithms with different characteristics have been introduced in recent years. For real time systems these algorithms are usually based on minutiae features. In this paper we introduce a novel approach for feature extraction in which the extracted features are independent of shift and rotation of the fingerprint and at the meantime the matching operation is performed much more easily and with higher speed and accuracy. In this new approach first for any fingerprint a reference point and a reference orientation is determined and then based on this information features are converted into polar coordinates. Due to high speed and accuracy of this approach and small volume of extracted features and easily execution of matching operation this approach is the most appropriate for real time applications.
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I. INTRODUCTION

THE use of fingerprints as a biometric is the oldest method of personal identification [1]. There is expectation that a recent combination of factors will favor the use of fingerprints for the much larger market of personal authentication. These factors include: small and inexpensive fingerprint capture devices, fast computing hardware, recognition rate and speed to meet the needs of many applications, the explosive growth of network and Internet transactions. To find specific features for a fingerprint it is required to have a unique reference point for each fingerprint. Based on this reference point it is possible to enhance feature extraction and matching steps of fingerprint identification. This reference point will eliminate any dependency of features to rotation and displacement transformations and because of the resulting low volume features it increases the matching speed of the fingerprints. Fingerprint characteristics are divided into two general groups:

1. Local characteristics and
2. Global characteristics

Global characteristics are a general feature of any fingerprint based on which classification of fingerprints into one of defined classes is performed before matching. This will cause the matching operation to be performed easily and with high speed. Another important fingerprint feature is the local ridge characteristics. There are two most prominent local ridge characteristics: ridge ending and ridge bifurcation. Both of them are called minutiae (Fig.1). Based on extracted features different methods have been proposed for minutia pattern matching which are followed briefly. The approaches to fingerprint matching can be coarsely classified into three families. One family uses Correlation-based matching [2], [3] and [4]. Correlation matching is less tolerant to rotational and translational variances of the fingerprint and of extra noise in the image. Another family uses Minutiae-based matching [5], [6] and [7]. Minutiae matching are certainly the most well-known and widely used method for fingerprint matching. In general minutiae matching is considered by most to have a higher recognition accuracy. The last family uses Ridge feature-based matching [8]. Jain et al [8] proposed a local texture analysis technique where the fingerprint area of interest is tessellated with respect to the core point and Finger Code (feature) obtained. Finger Codes are not as distinctive as minutiae. These features may be used in conjunction with minutiae to increase system accuracy and robustness. The performance of a fingerprint recognition method involves a tradeoff among different performance measures: accuracy, efficiency, template size, and so on. Different applications desire different properties in the fingerprint matching algorithms (e.g., template size, matching speed, memory requirements, etc.).

Fig. 1 Types of minutiae

II. METHODOLOGY

The proposed methodology consists of several steps. First a reference point will be obtained for fingerprint. Then reference orientation will be estimated. Feature extraction in polar coordinate is the next step. Last step is the matching.

A. Reference Point Detection

Reference Point detection is performed in several steps as follows. Based on the method proposed by Hong [9], it is possible first to find the orientation field (Fig.2 (a)). If we
consider the orientation field as an intensity image, the absolute angle of the ridge at each point is interpreted as a grey level (Fig. 2 (b)). By applying edge detection on the obtained intensity image (Fig. 3(b)) a binary image is provided (Fig.2(c)). The next step is curvature measurement which is performed based on the method proposed by [10]. If the orientation field obtained by previous step is called $\theta$ then curvature measurement is derived from scattering of the orientations within a local region and is given by:

$$C = \frac{1}{N^2} \sum_{i=-N}^{N} \sum_{j=-N}^{N} (\phi_x(i, j, u, v) + \phi_y(i, j, u, v))$$

(1)

Where

$$\phi_x(i, j, u, v) = |\cos(2\theta(i, j)) - \cos(2\theta(u, v))|$$

(2)

$$\phi_y(i, j, u, v) = |\sin(2\theta(i, j)) - \sin(2\theta(u, v))|$$

(3)

The higher the curvature is, the larger the value of $C$ will be.

If $C$ is processed according to threshold value of $T_1$ then Fig.4 (d) will result. The resultant image will be multiplied by edged image (Fig.4(e)), obtained from Fig. 4(b), which results in Fig.4 (e). This will provide the approximate location of singular points. By getting the average value of points in close vicinity of singular points, the exact value of singular points will be obtained (red points in Fig. 4 (f)). If just one singular point is obtained (core point that usually exists in every fingerprint) it will be considered as the reference point. Otherwise the singular point which is situated on the highest position is considered as the reference point (green points in Fig.4 (g)).

In this step singular points and then the reference point will be calculated. Since there is no singular point for an arch class fingerprint, so another method is used for that purpose. We first compute a maximum value for the $C$ (see Formula 1) and call it $m$.

$$m = \max(c)$$

(4)

In the used empirical data if $m>0.25$ then the fingerprint includes a singular point otherwise there is no singular point. Based on the computed value there are two cases:

a) Fingerprint classes with singular points.

For fingerprints which have singular points (Fig.4 (a)), a threshold value $T_1$ is defined as follows:

$$T_1 = 0.2 \times m$$

(5)

If $C$ is processed according to threshold value of $T_1$ then Fig.4 (d) will result. The resultant image will be multiplied by edged image (Fig.4(e)), obtained from Fig. 4(b), which results in Fig.4 (e). This will provide the approximate location of singular points. By getting the average value of points in close vicinity of singular points, the exact value of singular points will be obtained (red points in Fig. 4 (f)). If just one singular point is obtained (core point that usually exists in every fingerprint) it will be considered as the reference point. Otherwise the singular point which is situated on the highest position is considered as the reference point (green points in Fig.4 (g)).

b) Fingerprint classes without Singular points

For fingerprints without singular points, such as arch class fingerprints, a new threshold value $T_2$ is defined as follows:

$$T_2 = 0.3 \times m$$

(6)

By performing edge detection algorithms on the intensity image Fig.5 (b), Fig.5(c) will be obtained. Dilation conversion [11], i.e. Morphological operations with structuring element=30, will then be applied to the image obtained in the previous step (Fig.5(c)). The resultant image will then be multiplied by image obtained from matrix $C$ with threshold $T_2$. Finally the maximum value of the image (resulted from the previous step) will be taken as the reference point (Green point in Fig.5 (d)).

To filter out those points which can be considered mistakenly as singular points and a reference point Apply a limitation on variance of the intensity input image, performing Morphological operations (Erosion conversion)[11] and choose suitable size for the low pass Gaussian filter in orientation field estimation step.

B. Reference Orientation Computation

The main image (Fig. 6(a)) will be enhanced by using Gabor filter and a binary image will result (Fig. 6(b)) [9].
Now consider a disk neighborhood centered at reference point which has a radius proportional to image dimensions and reference point position (Fig. 6(c)). If intensity of up core=0 (up core on the ridge) (Fig. 6(d)); then intensity of every pixel in the previous step is complemented (Fig. 6(e)). For the resultant image from previous step a dilation conversion is performed using a squared neighborhood centered at reference point with dimension of 15×15 [11]; i.e. Morphological operations with structuring element=5 (Fig. 6(f)). Now from the resulted image all connecting points with up core are obtained (Fig. 6(g)). Multiplication of the resulting image with a circular mask with previous radius of one pixel thickness Fig.6 (i) will be obtained which provides the approximate position of ends of ridges or valleys. Mean value of lengths and widths of each position will provide the exact position for each of them (red points in Fig. 6(g)). Getting the mean value of widths and lengths of red points will give a blue point. Angle of this point with respect to reference point (green point) is the reference orientation of the image (Fig. 6(j)).

Fig. 6 Reference orientation computation

C. Feature Extraction

Since during scanning the fingerprint it may has been translated and/or oriented, the extracted features must be independent of these operations. In our new method the features are extracted somehow that are independent from these operations. Features are extracted based on the reference point and reference orientation computed in previous steps. For every minutia of each fingerprint e.g. nth minutiae, feature vector is extracted as follows:

\[
(d_n, t_n, \theta_{m(n)}, \theta_{2(n)})
\]

\(d_n\) is the distance of nth minutiae from reference point (Fig. 7). If characteristics of the reference point are \((x_{p}, y_{p})\) and characteristics of nth minutiae are \((x_{m(n)}, y_{m(n)})\) then:

\[
d_n = \sqrt{(x_{p} - x_{m(n)})^2 + (y_{p} - y_{m(n)})^2}
\]

\(t_n\) is the type of minutiae which can be of ridge ending or ridge bifurcation type. For ridge ending number 1 and for bifurcation number 2 has been considered. \(\theta_{1(n)}\) is:

\[
\theta_{1(n)} = \theta_{n} - \theta_{r}
\]

In the above relation \(\theta_{n}\) is the angle of the line connecting reference point and the nth minutiae with respect to horizontal axis and \(\theta_{r}\) is the angle of the line connecting the reference point and reference orientation with respect to horizontal axis and both are between 0 and \(2\pi\) radians (Fig. 8). For every minutia a minutiae directional angle is defined. This angle can be between 0 and \(2\pi\) radians (Fig. 9). \(\theta_{2(n)}\) is obtained as follows:

\[
\theta_{2(n)} = \theta_{m(n)} - \theta_{r}
\]
horizontal axis and $\theta_{\text{min}}$ and $\theta_{r}$ are between 0 and $2\pi$ radians (Fig. 10).

In addition to mentioned features which are known as local features there are other features which are known as global features (such as singular points) and the classification is performed based on type and position of the singular points [12]. These help in increasing accuracy and speed of operation and decreasing the complexity of the algorithm. Here all images are classified into five classes (Fig. 11).

**D. Matching**

Matching for each fingerprint is performed based on the extracted features. If the template fingerprint is $T$ and the input fingerprint is $I$ then for a template fingerprint image, $T$ denoting the $M$ minutiae points set as:

$$T = \{(d_{1,T}, t_{1,T}, \theta_{1,T}), \ldots, (d_{M,T}, t_{M,T}, \theta_{M,T})\}$$

For an input fingerprint image, $I$ denote the $N$ minutiae set as:

$$I = \{(d_{1,I}, t_{1,I}, \theta_{1,I}), \ldots, (d_{N,I}, t_{N,I}, \theta_{N,I})\}$$

Now to match image $I$ with image $T$, features of each of minutia $I$ is compared with features of each of minutia $T$. If feature of ith minutia from image $I$ is:

$$(d_{i,I}, t_{i,I}, \theta_{i,I})$$

and feature of minutia jth from image $T$ is:

$$(d_{j,T}, t_{j,T}, \theta_{j,T})$$

then matching of two minutia is as follows:

1. First $d_{j}$ and $d_{i}$ must satisfy the following condition i.e.:

$$|d_{j} - d_{i}| \leq T_{\text{dis}} \tan B$$  \hspace{1cm} (10)

In this relation $T_{\text{dis}}$ is the distance threshold which the value 8 can be considered for it.

2. The type of minutia $i$th and $j$th must be the same i.e.:

$$t_{j}^{I} = t_{i}^{I}$$ \hspace{1cm} (11)

3. $\theta_{i,j}$ is matched with $\theta_{i,j}^{T}$ if the following is hold:

$$|\theta_{i,j}^{T} - \theta_{i,j}^{I}| \leq T_{1(\text{ang})} \text{ or } |\theta_{i,j}^{T} - \theta_{i,j}^{I}| > T_{1(\text{ang})}$$ \hspace{1cm} (12)

$T_{1(\text{ang})}$ is angle threshold which its value for minutia close to reference point is about $\frac{\pi}{6}$ and for the rest, proportional to distance from the reference point, its value decreases (Fig. 12).

4. $\theta_{2(i)}$ and $\theta_{2(j)}^{T}$ are matched if the following is hold:

$$|\theta_{2(i)}^{T} - \theta_{2(i)}^{I}| \leq T_{2(\text{ang})} \text{ or } |\theta_{2(i)}^{T} - \theta_{2(i)}^{I}| > T_{2(\text{ang})}$$ \hspace{1cm} (13)

$T_{2(\text{ang})}$ and $T_{2(\text{ang})}$ are other angle threshold that for the first about $\frac{\pi}{6}$ radians and for the second about $1.9\pi$ radians is considered.

If the total minutia of the two images examined with this algorithm and the number of matched minutia is $M_{\text{match}}$ and the total number of minutia of image $I$ is $N$ and that for image $T$ is $M$ then:

$$K = \frac{M_{\text{match}}}{\sqrt{M \times N}}$$ \hspace{1cm} (14)

If $K$ is higher than a threshold value then $I$ is matched with $T$ otherwise it doesn’t matched. Depending on different applications this threshold value can be selected a number between 0 and 1.
III. EXPERIMENTAL RESULT

To evaluate the algorithm we have used the method proposed in [13] and [7]. Evaluation is performed using the FVC2004 fingerprint database DB1 set A. There are 100 fingerprints including 5 images from each 20 fingers. First of all, for every fingerprint in the database, it considered as an input fingerprint image and it matched with other 4 coming from the same finger. Denote $\text{reject num}$ as the number of rejected times. If the matching score is lower than a threshold then increase $\text{reject num}$ by one. Denote the $\text{match num}$ as the number of total matching times. Now FRR (False Reject Rate) is defined as follows:

$$\text{FRR} = \frac{\text{reject num}}{\text{match num}} \times 100\% \quad (15)$$

In the second place, for every fingerprint in the database, match it with other fingerprint (100–5) coming from other fingers. Denote $\text{accept num}$ as the number of false accepted times. If the matching score is higher than a threshold, then increase $\text{accept num}$ by one. Denote the $\text{match num}$ as the number of total matching times. FAR (False Accept Rate) is defined as follows:

$$\text{FAR} = \frac{\text{accept num}}{\text{match num}} \times 100\% \quad (16)$$

To evaluate our method we refer to the methods proposed in [14], [15] and [16] which are called standard minutiae methods. The result of evaluating the algorithm is shown in Table 1. As it can be seen the proposed method is superior to standard methods both from speed and accuracy point of views and this is in spite of existence of noise in the used database.

<table>
<thead>
<tr>
<th>Method</th>
<th>FRR</th>
<th>FAR</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard methods</td>
<td>17.09%</td>
<td>0.84%</td>
<td>98ms</td>
</tr>
<tr>
<td>Proposed method</td>
<td>1.37%</td>
<td>0.50%</td>
<td>24ms</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

In this paper a new method for fingerprint matching was presented which is more robust to shift and rotation of the fingerprints while it is of high accuracy. Due to low volume of extracted features and low complexity of the matching algorithm this method is of high speed and so makes it very appropriate for real time applications. In our proposed approach we have also used new methods for reference point and reference orientation detections which are of high accuracy.
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