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Abstract—In this article, we propose a methodology for the characterization of the suspended matter along Algiers’s bay. An approach by multi layers perceptron (MLP) with training by back propagation of the gradient optimized by the algorithm of Levenberg Marquardt (LM) is used. The accent was put on the choice of the components of the base of training where a comparative study made for four methods: Random and three alternatives of classification by K-Means. The samples are taken from suspended matter image, obtained by analytical model based on polynomial regression by taking account of in situ measurements. The mask which selects the zone of interest (water in our case) was carried out by using a multi spectral classification by ISODATA algorithm. To improve the result of classification, a cleaning of this mask was carried out using the tools of mathematical morphology. The results of this study presented in the forms of curves, tables and of images show the founded good of our methodology.
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I. INTRODUCTION

The oceans cover more than 70% of the surface of the Earth. They play a paramount role in the balance of the planetary ecosystem. The observation of the ocean from space allowed oceanographers to have on the one hand a global view of the phenomena observed and on the other hand to establish the relation between their temporal and spatial variability [1]. The color of the oceans is mainly due to the phenomena of the diffusion and absorption.

The sea water does not only consist of pure water, it also contains alive substances and various particles which modify its color. The variation of concentration of these various components determines the optical properties of the ocean.

Consequently it modulates the radiation considered and acquired by sensors on board of the satellites [2]. In coastal and estuary zones, the mineral particles are comparable with the suspended materials. Often, only the properties of diffusion of this suspended particle matter (SPM) are considered and the properties of absorption are neglected. This approximation does not have a consequence in water of broad called water of the case 1 where the suspended materials are rare. But, in coastal water called water of case 2, the optical properties of water is much more complex to define because of diversity of the dissolved terrestrial contributions and materials in suspension.

The validation of the visible imagery and near infra-red in coastal water in general requires the description of empirical algorithms relating to a specific zone of study. Until the day of today, rare carried out work is developed based on empirical algorithms, valid for particular sites [3]. It is within this framework that our work is registered insofar as our objective is the characterization and the cartography of the suspended matter along the Algerian bay.

A significant fraction of the measurement observed by the satellite comes from the contribution of the atmosphere which overhangs the ocean. Marine reflectance accounts for only 10% of the total reflectance observed in blue and less still in the biggest wavelengths. It is thus essential to carry out a correction of the atmospheric effects. Georeferencing is also an essential step, it allows coinciding the positions of in situ measurements with the data images acquired by the sensors. These various treatments were carried out upstream of methodology [4].

In section 3 an image of the suspended particulate matter (SPM) is created by the establishment of a polynomial model. The Alsat-1 sensor bands used are those offering the best correlation between measurements in situ/bands values. In section 4, a particular care was taken to the creation of the mask where a method based on an unsupervised classification and the use of mathematical morphology, is proposed. The SPM image created is useful as bases training for neural network model (section 5). The results and the application are described in section 6.
II. SITE OF STUDY AND SENSOR USED

The region of interest is the bay of Algiers with geographical co-ordinates: 2°45' E with 3°45' E and 36°30' N with 36°60' N. The data used are multi spectral images acquired by the Algerian sensor Alsat-1 combined with in situ measurements.

The micro sensor Alsat-1[4] belonged to a new generation of micro sensor with great control capacity on altitude and orbit, and a high flow of remote loading. It is the first of a series of 05 micro sensors launched within the framework of the DMC (Disaster Monitoring Constellation) for the period going from 2002 to 2005. It launched on November 28, 2002 by the launcher Cosmos-3M starting from the Russian base of Plesetsk. The platform of the micro sensor has dimensions 60cm×60cm×60cm approximately in the configuration of launching. The communication is radio frequency type. The type SSDR of 9Gbits is used for memory storage. This memory can store images of an extent of 640kmx560km. The remote loading is carried out with a flow of 8Mbps.

The imagery system used is the ESIS (Extended Swath Imaging System). It rests on three spectral bands: (Green: 0.523 µm - 0.605µm), (Red: 0.629 µm - 0.690µm) and (Near Infra-red: 0.774 µm - 0.900µm), it uses the technology of imagery known as "pushbroom" with two cameras per band gone up in order to provide broad mown 600km and a space resolution of 32m. The standard size of a scene is 300km×300km, and is provided with two possible levels of processing:

• Level L0R: The three components (Near Infra-red, Red and Green) of the image are turned over vertically to be in conformity within the meaning of frame grabbing (direction trace of the satellite: ascending node). They are processed radiometricaly to correct on the one hand, the effects of vertical feature between the even and odd columns and on the other hand the effects of ornamentation with vignettes due to the optics camera.

• Level L1R: The three channels of level L0R are corrected for geometrical deformations due to the optics of each camera, and the orbital slope of the micro sensor.

III. IMAGE OF REFERENCE OF THE SUSPENDED MATTER

In coastal water considering the space-time variability of its components, is difficult to model the suspended matter parameter [6][7]. We propose by our paper to characterize this parameter by the neural networks model. The number of in situ measurements being reduced, we propose to carry out an image of reference of the suspended matter using in situ measurements and establishing an analytical model which will be used as reference image for our network. The model carried out is by polynomial regression integrating in situ measurements and the radiometric values of spectral band at the points of measurements. The spectral bands used are those offering the greatest value of the correlation coefficient which analytical expression is given by (1)

\[ R = \frac{\sum (X \cdot \overline{X}) (Y \cdot \overline{Y})}{\sqrt{\sum (X - \overline{X})^2 \sum (Y - \overline{Y})^2}} \]  

(1)

Where the vector \( Y \) represents in situ measurements of the suspended matter and \( \overline{Y} \) its average, \( X \) is the standardized radiances of the various spectral bands at the point of measurements and \( \overline{X} \) its average.

A. Polynomial Regression

It is a question of finding the best polynomial model as in (2) within the meaning of least squares passing by N points \((x_i, y_i)\)

\[ y = a_0 + a_1x + ... + a_kx^k = \sum_{j=0}^{k} a_jx^j \]  

(2)

The parameters \(a_j\) which minimizes the expression (3) are solution of (4)

\[ E^2 = \sum_{i=1}^{N} \sum_{j=0}^{k} (y_i - \sum_{j=0}^{k} a_jx_i^j)^2 = \sum_{i=1}^{N} \sum_{j=0}^{k} a_jx_i^j - \sum_{i=1}^{N} y_i \]  

(3)

\[ \sum_{i=1}^{N} a_jx_i^j = \sum_{i=1}^{N} y_i \quad l = 0,...,k \]  

(4)

The polynomial parameters are then given by (5)

\[ a = (X^T.X)^{-1}.X^T.Y \]  

(5)

B. Creation of the Mask

For the determination of the suspended matter, we propose a methodology, which imposes the creation of a mask allowing to consider only the water part of the image. This mask is carried out using a multi spectral classification. The method of classification used is unsupervised (no knowledge a priori). It is carried out with ISODATA algorithm. It consists in carrying out a partition of the multi spectral image (3 bands of the Alsat-1 image) in two classes (water/land). Zero value (0) is allotted to the land whereas the value one (1) is allotted to water.

To improve the result of this classification, a cleaning of the mask is necessary (Fig. 1). We thus called upon the tools of mathematical morphology.

![Fig. 1 Diagram block of the determination of the mask](image.png)

VI. MATHEMATICAL MORPHOLOGY

Mathematical morphology [8][9] considers that the distribution of the values in the image forms objects. The
morphological operations consist in transforming sets by the action of a structuring element B modifying the set by union, intersection or complementation. The choice of the structuring element depends on the type of required information.

A. Opening and Closing

We call open X by B, unit XB formed by the union of all the elements B included in X as (6)

\[ X_B = \bigcup_{b \in B} (\bigcap_{x \in X} x_b b) \]  

(6)

While referring to the elementary operations of erosion and dilation XB is practically obtained by an erosion of X by B followed by the dilation of the result by B as follows in (7)

\[ X_B = (X \Theta B) \oplus B \]

(7)

with \( \Theta B = \{ x : B_x \subseteq X \} \)

and \( X \oplus B = \{ x / B_x \cap X = \phi \} \)

Closing XB is a dual operation of the opening; it is defined by (8)

\[ X^B = ((X^C) \oplus B)^C = (X \oplus B) \Theta B \]  

(8)

B. Conditional Dilation

The successive dilations applied only inside unspecified part or the starting whole of another unit constitute the operation of conditional dilation. Either M parts of unit X, the dilation of M in X by B is expressed by (9)

\[ Y_1 = (M \oplus B) \cap X \]  

(9)

If this operation is reiterated N time we will have (10)

\[ Y_n = ((M \oplus B) \cap X) \oplus B \cap X \cdots \cap X \]  

(10)

This continuation is convergent and stops when \( Y_{n-1} = Y_n \). This operation represents the invasion of a particle of a unit since a marker M until idempotence.

V. MULTI LAYER PERCEPTRON MODEL (MLP)

We propose a multi layers perceptron (MLP) as model for the determination of the concentration of the suspended matter [10]. The network model has a layer of input, a hidden layer and an output layer having 3, 5 and 1 neurons respectively. The training of the network is done by back propagation of the gradient optimized by the algorithm of Levenberg Marquardt (LM) [11]. The result image obtained is multiplied by the mask previously given (Fig. 2).

In the multi layers perceptron (MLP) with training by retro propagation of gradient [12], the gradient gives the direction towards which it is necessary to move to find the minimum of the error, but does not give the step with which one must modify the weights of the network to make decrease as fast as possible this error [13], indeed this step is a fixed or adaptive coefficient (variable for each iteration). The algorithm of Levenberg-Marquardt [13] [14] [15] makes it possible to determine this step by using the derivative second expression of the average quadratic error. This quadratic error is expressed by (11)

\[ F(w) = \left( g(a, w) - b \right)^2 \]  

(11)

where \( \langle \rangle \) is the average calculated on the whole couples (a, b) and g is a function of two vectors a and w. The idea consists of the determination of the new weight vector wt+1 according to current wt, such as the value of F (wt+1) approaches more than one local minimum of the function F. For that, we calculate a quadratic approximation of F starting from a linear approximation of g around the point wt.

By determining the point wt for which the gradient of the quadratic approximation of F is cancelled, we obtain (13) and (14)

\[ w = \lambda \frac{d}{d} \]  

(12)

\[ d = \left( g(a, w_t) - b \right) \nabla g(a, w_t) \]  

(13)

\[ H = \nabla^2 g(a, w_t) \]  

(14)

Equation (12) could be used in the determination of wt+1 starting from wt for the condition that g is close to a line around wt. The use of this quadratic approach in the area where g is quasi linear is a descent of the gradient, in the contrary case it represents the concept of Levenberg-Marquardt. Formulation is given by (16).

\[ w_{t+1} = w_t - \frac{d}{H + \lambda I} \]  

(15)

Indeed, when \( \lambda \) has a small value, (15) is equivalent to (12), and if \( \lambda \) is large it is equivalent to (16)

\[ w_{t+1} = w_t - \frac{1}{H + \lambda I} \nabla F(a, w_t) \]  

(16)

Equation (16) is a descent of the gradient. In practice we proceed as (17)
\[ F(w) = \sum_{p=1}^{P} \sum_{k=1}^{K} (d_{kp} - o_{kp})^2 \]  

(17)

where \( w = [w_1, w_2, \ldots, w_N]^T \) is the weight vector of the network between the two layers considered, \( d_{kp} \) is the desired value of the node \( k \) of the output layer for the example \( p \), \( o_{kp} \) is the current value obtained by the network with the node \( K \) for the example \( p \); \( P \) is the number of examples, and \( K \) the number of nodes of the output layer. Equation (11) can be written according to the vector of cumulative error \( E \) as (18)

\[ E = [e_1, e_2, \ldots, e_p, \ldots, e_E]^T \], \( e_{pk} = d_{pk} - o_{pk} \), \( k = 1, \ldots, K \)

and \( p = 1, \ldots, P \).

The updated weights are as (19)

\[ w_{i+1} = w_i - \left( J^T J + \lambda I \right)^{-1} J^T E_i \]  

(19)

where \( J \) is the Jacobian matrix, \( w_{i+1} \) and \( w_i \) are the new and old weight respectively. \( I \) is the matrix identity and \( \lambda \) a fixed constant parameter. It is obvious that this process is particularly interesting to make converge the neural network in a less iteration count, but it is clearly also that each iteration requires more computing because of inversion of the matrix.

A. Creation of the Training Base

The base of training of such neural network strongly influences the quality of the result. An optimal choice has a primary importance. This choice strongly depending on the number and the distribution of the samples, two steps was considered and compared

- Selection in a random way of the samples.
- Unsupervised multi spectral classification of the all samples in \( K \) classes of the whole samples corresponding to the water part. In phase of training, we have fixed the average quadratic error to reach at \( 10^{-7} \). In phase of generalization, the comparison criterion is the root mean square error (RMS) which has expressed by (20)

\[ RMS = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (Y_{ref} - Y_{est})^2} \]  

(20)

Where \( Y_{ref} \) and \( Y_{est} \) are the reference and estimated images of SPM. \( N \) is the point’s numbers of the image reference.

For the first step, we carry out a selection of a \( K \) number of samples among the whole of the samples corresponding to the water part and their correspondents in the SPM image of reference. It is obvious, by this manner of proceeding, that no control on the spectral distribution of the samples of this base is possible, and that only the control of the number can be it.

B. Classification by the K-Means

The base of training is made up after not supervised multi spectral classification of all the samples in \( K \) classes by using the algorithm of the K-Means of the pixels of the water part. We will have to consider the \( K \) nearest samples to the barycentre of \( K \) classes. The co-ordinates in row and column of each representative class will indicate SPM in the image of reference (Fig. 3).

\[ \bar{y} = -635.3 + 2.57x - 0.197x^2 \]  

(21)

VI. RESULTS AND APPLICATION

With our data the highest correlation is given in Table 1 by the spectral band (0.523 \( \mu \text{m} \) - 0.605\( \mu \text{m} \)). This band was used for the polynomial regression and the obtained model is given by (21).
Classification by ISODATA (Fig. 4a) gives a rather good separation between the sea and the land (almost smooth line of coast) to the detriment of some imperfections. The opening by a disc B of 17 pixels diameter allowed us to clean the mouth of oued (river) El Harrach (Fig. 4b and Fig. 4c). The imperfections of the bottom left (Fig. 4d) were eliminated by a closing with a segment having 100 pixels and a direction of 8.5° compared to the horizontal (Fig. 4e). The conditional dilation associated to the four markers (sea, and three bridges Keddara, El-Hamiz and Réghaïa) allowed us to eliminates all undesirable asperities (Fig. 4f).

For the choice of the training base, a study according to the size of the base emphasizes (Table 2) that 100 samples taken in a random way give a result better than that of 500 samples and the best precision is obtained for 800 samples. The evolution of the error seems in contradiction with work affirming that more the number of samples is high, better is the training thus the precision. We sought for each case, the number of effective samples (those which do not have the same value of SPM) (Table 2). It is clear that the weakest error of generalization was obtained for 800 samples, and that this corresponds to a number of effective highest samples (37).

**TABLE I**  
CORRELATION COEFFICIENT FOR IN SITU MEASUREMENTS AND ALSAT-1 IMAGE

<table>
<thead>
<tr>
<th>Band (µm)</th>
<th>0.523-0.605</th>
<th>0.629-0.69</th>
<th>0.774-0.90</th>
</tr>
</thead>
<tbody>
<tr>
<td>R²</td>
<td>0.9049</td>
<td>0.8016</td>
<td>0.5486</td>
</tr>
</tbody>
</table>

**TABLE II**  
INFLUENCE SIZE OF THE BASE IN THE RANDOM CASE

<table>
<thead>
<tr>
<th>Samples</th>
<th>100</th>
<th>300</th>
<th>500</th>
<th>700</th>
<th>800</th>
<th>900</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMS</td>
<td>0.934</td>
<td>1.333</td>
<td>1.315</td>
<td>0.480</td>
<td>0.468</td>
<td>0.507</td>
<td>0.556</td>
</tr>
<tr>
<td>Effective samples</td>
<td>22</td>
<td>30</td>
<td>29</td>
<td>31</td>
<td>37</td>
<td>37</td>
<td>34</td>
</tr>
</tbody>
</table>
As for the choice of the prototypes by the second alternative, the study was done for seven (07) bases of sizes: 10, 30, 50, 70, 80, 90 and 100 samples. Each element of a base corresponds to a representative of a class. The number of effective samples for each alternative is given by table 3.

<table>
<thead>
<tr>
<th>Effective samples</th>
<th>10</th>
<th>30</th>
<th>50</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>With redundancy</td>
<td>9</td>
<td>16</td>
<td>21</td>
<td>17</td>
<td>24</td>
<td>23</td>
<td>26</td>
</tr>
<tr>
<td>Without redundancy</td>
<td>8</td>
<td>23</td>
<td>29</td>
<td>33</td>
<td>32</td>
<td>32</td>
<td>36</td>
</tr>
<tr>
<td>Without redundancy and substitution</td>
<td>10</td>
<td>30</td>
<td>49</td>
<td>46</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
</tbody>
</table>

According to curves of the root mean square error in generalization (Fig. 4), we note that classification without redundancy and substitution gives a better precision for a number of samples between 15 and 35. Beyond 65 samples, the best results were given by classification without redundancy. This error RMS varies very little beyond 80 samples. This result not being foreseeable, we then tried to find an explanation, by considering the two particular bases: 30 and 90 samples. For these two cases, the performances of the two steps quoted previously are reversed compared to the third alternative (classification with redundancy) (Fig. 5).

These results are explained by the frequency of appearance of SPM in the base of training (Fig. 6) where the best result is justified by the spreading out of dynamics.

We tested our methodology in a field of particular interest, and which lies within the scope of the natural disasters such as the floods and the seism, to explain certain direct or indirect consequences on coastal water. We used an image of the 24/5/2003 (03 days after the earth quake which struck the area of Boumerdès which is locate at 40km in the east of Algiers), acquired by the Alsat-1 sensor and which covers the zone touched by the seism. We cut out this rough image a scene of size 600x2400 pixels which we corrected and georeferenced. We then applied the neural model determined previously to obtain the image of the suspended matter. The result image of generalization (figure 7) reveals us a zone of strong suspended matter concentration localised close to the epicentre (white color). This can be justified by the fact that under the effect of the jolt and the repeated counterparts, an agitation of sea-beds caused an increase of the suspended matter towards the surface of the sea.
VII. CONCLUSION

This study is the first results of a methodology in which we combined multi spectral images of the ALSAT-1 sensor and in situ measurements for a characterization of the suspended particulate matter (SPM) along the Algerian coast. A model by the multilayer perceptrons (MLP) was implemented. An architecture corresponding to three (03) input cells, a hidden layer of five (05) cells and an output with a one cell was adopted. In this step, the accent was laid on the choice of the prototypes of the training base where a comparative study was made for four different methods: a random selection of the samples and three alternatives of the selection by K-Means classification. Through this study, it appeared that for the constitution of the training base, two significant elements are to be taken into account:

• Richness of the base which is expressed by the number of samples.
• The representativeness of the base which depends on the distribution of these samples.

A better representativeness is obtained when the samples occupy all the dynamics of the possible values. A particular care was to bring to the creation of the mask, where an unsupervised classification by ISODATA and cleaning by the quite selected tools of mathematical morphology gave full satisfaction. By the method suggested we could on the one hand improved the performances of the network by carrying out a good compromise between a number of samples and representativeness of the base and on the other hand highlighted the phenomenon of the increase of the suspended matter towards surface of the sea, had with the agitation of the water. This study was the first results of a methodology in which we touched the area of Boumerdes on May 21, 2003.
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