Abstract—in this paper, we propose a numerical method for the approximate solution of fuzzy Fredholm functional integral equations of the second kind by using an iterative interpolation. For this purpose, we convert the linear fuzzy Fredholm integral equations to a crisp linear system of integral equations. The proposed method is illustrated by some fuzzy integral equations in numerical examples.
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I. INTRODUCTION

The concept of integration of fuzzy functions was introduced by Dubois and Prade [3] for the first time and alternative approaches were later suggested by Goetschel and Voxman [6], Kaleva [7], Matloka [12], Nanda [13] and others. One of the first applications of fuzzy integration was given by Wu and Ma [16], who investigated the fuzzy Fredholm integral equations of the second type. In recent years some methods were introduced to solve fuzzy Fredholm integral equations. In this paper, we propose fuzzy iterative interpolation for solving the following fuzzy integral equation.

\[ p_i(x) = f_i, \]

\[ p_{\lambda_{i-1} \lambda_i}(x) = \frac{(x - x_{i-1}) p_{\lambda_{i-1}}(x) - (x - x_i) p_{\lambda_i}(x)}{x_i - x_{i-1}}, \]

Where \( p_{\lambda_{i-1} \lambda_i} \) is the Lagrange polynomial with less or equal degree of \( k \) (0 ≤ k ≤ n). The \( p_{\lambda_{i-1} \lambda_i} \) is equal with \( f \) in \( x_i \), \( x_{i-1} \), ..., \( x_0 \), where \( f \) is the exact solution.

B. Definition 2.2 [8]

A fuzzy number is a map \( u = R \rightarrow I = [0,1] \) which satisfies

i) \( u \) is upper semi-continuous,

ii) \( u(x) = 0 \) outside some interval \([c,d]\) ⊆ R,

iii) There exist real numbers \( a \) and \( b \) such that

\( c \leq a \leq b \leq d \) where,

1. \( u(x) \) is monotonic increasing on \([c,a]\)

2. \( u(x) \) is monotonic decreasing on \([b,d]\)

3. \( u(x) = 1, \quad a \leq x \leq b \).

The set of all such fuzzy numbers is represented by \( E \).

C. Definition 2.3 [1]

An arbitrary fuzzy number in parametric form is presented by an ordered pair of functions \( (u(r), \tilde{u}(r)) \), 0 ≤ r ≤ 1, which satisfy the following requirements:

1. \( u(r) \) is a bounded left continuous non-decreasing function over \([0,1]\),

2. \( \tilde{u}(r) \) is a bounded left continuous non-increasing function over \([0,1]\),

3. \( u(r) \leq \tilde{u}(r), \quad 0 \leq r \leq 1 \).

A crisp number \( a \) is simply represented by \( u(r) = a, 0 \leq r \leq 1 \). For arbitrary \( u = (u(r), \tilde{u}(r)) \), \( v = (\nu(r), \nu(r)) \) and \( k = R \), we define addition and multiplication by \( k \) as

- \( u = v \) if and only if \( u(r) = v(r) \) and \( \tilde{u}(r) = \tilde{v}(r) \)
- \( u + v = (u(r) + \nu(r), \tilde{u}(r) + \tilde{v}(r)) \),
• \( ku = (kuy, kuy), \quad k \geq 0, \)

\( \frac{ku}{kuy}, \quad k < 0. \)

D. Definition 2.4.

The \( n \times n \) linear system

\[
\begin{align*}
\begin{cases}
a_{11}x_1 + a_{12}x_2 + \cdots + a_{1n}x_n = y_1, \\
a_{21}x_1 + a_{22}x_2 + \cdots + a_{2n}x_n = y_2, \\
\vdots & \vdots \\
a_{n1}x_1 + a_{n2}x_2 + \cdots + a_{nn}x_n = y_n,
\end{cases}
\end{align*}
\]

(2)

Where, the given matrix of coefficients \( A = (a_{ij}), 1 \leq j \leq n \)
and \( 1 \leq i \leq n \) is a real \( n \times n \) matrix, the right-hand-side
\( y_j \in E^l, 1 \leq i \leq n, \) with the unknown \( x_j \in E, 1 \leq j \leq n \)
is called a fuzzy linear system (FLS).

E. Definition 2.5.

A fuzzy number vector \( (x_1, x_2, \ldots, x_n)' \) given by
\( x_j = (\underline{x}_j(r), \overline{x}_j(r)); 1 \leq j \leq n, \quad 0 \leq r \leq 1, \)
is called a solution of the fuzzy linear system (2) if

\[
\begin{align*}
\sum_{j=1}^{n} a_{ij} \underline{x}_j & = \underline{y}_i, \\
\sum_{j=1}^{n} a_{ij} \overline{x}_j & = \overline{y}_i.
\end{align*}
\]

If, for a particular \( i, a_{ij} > 0, \) for all \( j \) we simply get:

\[
\sum_{j=1}^{n} a_{ij} x_j = y_i, \\
\sum_{j=1}^{n} a_{ij} \overline{x}_j = \overline{y}_i, \quad 1 \leq i \leq n.
\]

In general, an arbitrary equation for either \( y_i \) or \( \overline{y}_i \) may
include a linear combination of a \( \underline{x}_j \)’s and \( \overline{x}_j \)’s.

Consequently, in order to solve the system given by (2), one
must solve a crisp \( 2n \times 2n \) linear system where the right-hand side column is the function vector
\( (\underline{y}_1, \underline{y}_2, \ldots, \underline{y}_n, \overline{y}_1, \overline{y}_2, \ldots, \overline{y}_n)' \).
We get the following linear system,

\[
\begin{align*}
s_{11} \underline{x}_1 + s_{12} \underline{x}_2 + \cdots + s_{1n} \overline{x}_n + \cdots + s_{2n} \underline{x}_n & = \underline{y}_1, \\
\vdots & \vdots \\
\sum_{j=1}^{n} s_{1j} \underline{x}_j + \cdots + s_{1n} \overline{x}_n & = \underline{y}_1, \\
\sum_{j=1}^{n} s_{2j} \underline{x}_j + \cdots + s_{2n} \overline{x}_n & = \underline{y}_1, \\
\sum_{j=1}^{n} s_{nj} \underline{x}_j + \cdots + s_{nn} \overline{x}_n & = \underline{y}_n,
\end{align*}
\]

(3)

Where, \( S_y \) are determined as follows:

\[
a_{ij} \geq 0 \Rightarrow s_{ij} = a_{ij}, s_{ij+n,j+n} = a_{ij}, \\
a_{ij} < 0 \Rightarrow s_{ij} = -a_{ij}, s_{ij+n,j+n} = -a_{ij}.
\]

and any \( s_{ij} \) which is not determined by (4) is zero. By using
matrix notation we get,

\[
SX = Y,
\]

(5)

Where, \( S = (s_{ij}) \geq 0, 1 \leq i \leq 2n, \quad 1 \leq j \leq 2n \) and

\[
S = \begin{bmatrix} B & C \\ C & B \end{bmatrix}.
\]

F. Definition 2.6. [2, 10, 11]

For arbitrary fuzzy number \( u = (\underline{u}, \overline{u}) \) and \( v = (\underline{v}, \overline{v}) \), the
function which is shown as follow is the distance between \( u \) and \( v \) for \( p \geq 1 \).

\[
D_p(u, v) = \left( \int |u(r) - v(r)|^p dr + \int |\overline{u}(r) - \overline{v}(r)|^p dr \right)^{\frac{1}{p}}.
\]

III. THE MAIN IDEA

In this section, we first replace Eq.(1) by the following equations

\[
\begin{align*}
\overline{F}(t, r) & = \bar{f}(t, r) + \lambda \int k(s, t) \overline{F}(s, r) ds, \\
\underline{F}(t, r) & = \underline{f}(t, r) + \lambda \int k(s, t) \underline{F}(s, r) ds,
\end{align*}
\]

(6)

(7)

Where,

\[
k(s, t) \bar{F}(s, r) = \begin{cases} k(s, t) \bar{F}(s, r) & k(s, t) \geq 0, \\
0 & k(s, t) < 0,
\end{cases}
\]

\[
k(s, t) \underline{F}(s, r) = \begin{cases} k(s, t) \underline{F}(s, r) & k(s, t) \geq 0, \\
0 & k(s, t) < 0.
\end{cases}
\]

(8)

(9)
In substituted method to calculate \( k(s,t)F(s;r) \) and \( k(s,t)F(s;r) \), we apply the Lagrange interpolation by \( n+1 \) distinct points \( a_0 < s_1 < s_2 < \ldots < s_n < b \), \( [a,b] \) as follows,

\[
k(s,t)F(s;r) = \sum_{j=0}^{n} (s - s_j) \prod_{k=0, k \neq j}^{n} \frac{s - s_k}{s_j - s_k} F(s;j) + \sum_{j=0}^{n} \frac{k(s,s_j)F(s;j)}{(s - s_j) (s - s_0)} F(s;j)
\]

Where,

\[
l_j(s) = \prod_{k=0, k \neq j}^{n} \frac{s - s_k}{s_j - s_k}.
\]

By integrating (10) and (11) from \( a \) to \( b \)

\[
\int k(s,t)F(s;r)ds = \sum_{j=0}^{n} \int k(s,s_j)F(s;j)h_j + \sum_{j=0}^{n} \frac{k(s,s_j)F(s;j)h_j}{(s - s_j) (s - s_0)} F(s;j)
\]

Where,

\[
h_j = \int l_j(s)ds.
\]

We get a system of linear equations by substituting Eq. (12) in (6) and (13) in (7), for \( j = 0(1)n \), as follows

\[
F(s;j) = f(s;j) + \lambda \sum_{s_j \neq s} k(s,s_j)F(s;j)h_j + \lambda \sum_{s_j \neq s} \frac{k(s,s_j)F(s;j)}{(s - s_j) (s - s_0)} h_j,
\]

\[
F(s;r) = \bar{f}(s;r) = \frac{s^2 + r^2 - 2}{13}, \quad 0 \leq s, r \leq 2, \quad \lambda = 1
\]

The Eq. (14) and (15) gives a \((2n+2) \times (2n+2)\) crisp system of equations that we can obtain \( \bar{F}(s;r) \) and \( F(s;r) \) by solving it. Now, by replacing these obtained values in the iterative interpolation polynomial, we can achieve the approximate value of the exact solution. In this case, we consider the following definition.

\* Definition 3.1.\*

Assume that \( \bar{F}(t;r) \) and \( \bar{F}(t;r) \) in the points of \( t_0, \ldots, t_n \) have been defined, \( t_i \) and \( t_j \) are two distinct points of \( t_0, \ldots, t_n \) as \( t_i < t_j \).

\[
p(t) = \begin{cases} 
(t-t_j)p_{t,t_0,t_1,\ldots,t_n}(t) \quad & t_i < t < t_j, \\
(t-t_i)p_{t,t_0,t_1,\ldots,t_n}(t) \quad & t_j < t < t_i 
\end{cases}
\]

Where, \( p(t) = p_{t,t_0} \) (t) and \( \bar{p}(t) = \bar{p}_{t,t_0} \) (t)

**IV. NUMERICAL EXAMPLES**

**Example 4.1 [1]**

We consider the following fuzzy Fredholm integral equation

\[
f(t;r) = \frac{3}{26} - \frac{3}{26} t^2 - \frac{1}{13} t^3 = \frac{3}{13} t^3 - \frac{3}{13} t^2,
\]

\[
\bar{f}(t;r) = 2t - rt + \frac{3}{26} r + \frac{3}{13} t^3 - \frac{3}{26} t^2 - \frac{3}{13} t^2,
\]

and kernel

\[
K(s,t) = \frac{s^2 + t^2 - 2}{13}, \quad 0 \leq s, t \leq 2, \quad \lambda = 1
\]

and \( a = 0, \quad b = 2 \). The exact solution in this case is given by

\[
F(t;r) = rt, \quad \bar{F}(t;r) = (2-t)r.
\]
Example 4.2 [1, 4]

Consider the following fuzzy Fredholm integral equation

\[ f(t;r) = \sin\left(\frac{t}{2}\right)\left(\frac{13}{15}(r^2 + r) + \frac{2}{15}(4 - r^2 - r)\right), \]

\[ f(t;r) = \sin\left(\frac{t}{2}\right)\left(\frac{2}{15}(r^2 + r) + \frac{13}{15}(4 - r^2 - r)\right), \]

and kernel

\[ K(s,t) = 0.1\sin(s)\sin\left(\frac{t}{2}\right), \quad 0 \leq s, t \leq 2\pi, \quad \lambda = 1 \]

and \( a = 0, b = 2\pi \). The exact solution in this case is given by

\[ F(t;r) = (r^2 + r)\sin\left(\frac{t}{2}\right), \quad \bar{F}(t;r) = (4 - r^2 - r)\sin\left(\frac{t}{2}\right). \]
Fig. 4.2.c: the comparison between the approximate solutions $p_{i,j+1,j+2,3}, i = 0$ with $n = 3$ and the exact solution

Fig. 4.2.d: the comparison between the approximate solutions $p_{i,j+1,j+2,3}, i = 0,1,2,3$ with $n = 5$ and the exact solution

Fig. 4.2.e: the comparison between the approximate solutions $p_{i,j+1,j+2,3}, i = 0,1,2,3,4$ with $n = 5$ and the exact solution

Fig. 4.2.f: the comparison between the approximate solutions $p_{i,j+1,j+2,3}, i = 0,1,2,3,4$ with $n = 5$ and the exact solution

TABLE II

<table>
<thead>
<tr>
<th>$i$</th>
<th>$t$</th>
<th>$D_1(\hat{\Phi}(\tau), \tilde{\Phi}_{\pi}(\tau))$</th>
<th>$D_2(\hat{\Phi}(\tau), \tilde{\Phi}_{\pi}(\tau))$</th>
<th>$D_3(\hat{\Phi}(\tau), \tilde{\Phi}_{\pi}(\tau))$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0.0000000000</td>
<td>0.0000000000</td>
<td>0.0000000000</td>
</tr>
<tr>
<td>1</td>
<td>$\frac{2\pi}{3}$</td>
<td>2.259333089</td>
<td>0.9283319588</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>$\frac{4\pi}{3}$</td>
<td>1.074956182</td>
<td>0.8951302347</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>$2\pi$</td>
<td>0.7256774309</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 4.2.k: the comparison between the approximate solutions $p_{i,j+1,j+2,3}, i = 0,1$ with $n = 5$ and the exact solution
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Fig. 4.2.1 the comparison between the approximate solutions $p_{i_1+1,i_2+2,i_3+3,i_4+4,i_5} = 0$ with $n = 5$ and the exact solution

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>THE DISTANCE OF THE EXACT SOLUTION AND THE APPROXIMATE SOLUTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>For $n = 3$</td>
<td>$D_3(\hat{F}, \hat{p}_{i_1i_2})$</td>
</tr>
<tr>
<td>$i$</td>
<td>$t$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>$\frac{2\pi}{5}$</td>
</tr>
<tr>
<td>2</td>
<td>$\frac{4\pi}{5}$</td>
</tr>
<tr>
<td>3</td>
<td>$\frac{6\pi}{5}$</td>
</tr>
<tr>
<td>4</td>
<td>$\frac{8\pi}{5}$</td>
</tr>
<tr>
<td>5</td>
<td>$2\pi$</td>
</tr>
</tbody>
</table>
III. CONCLUSION

In this work, for solving the fuzzy Fredholm integral equation of the second kind, we change the integral equation into two crisp integral equations. For the numerical solution of these equations, we apply an iterative interpolation with different \( r \)-cuts that is between zero and one. Each of them gives a \( (n+1) \times (n+1) \) system of equations. Consequently, a linear \( (2n+2) \times (2n+2) \) system of equations is constructed. By solving this system, we can estimate the value of function in the support points. Then, by replacing these values in the iterative interpolation polynomial, we can approximate the exact solution of the integral equation. Consequently, one can use this method to approximate the solution of a fuzzy Fredholm integral equation of the second type easily.
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