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Abstract—In this paper the FPGA implementations for four stream ciphers are presented. The two stream ciphers, MUGI and SNOW 2.0 are recently adopted by the International Organization for Standardization ISO/IEC 18033-4:2005 standard. The other two stream ciphers, MICKEY 128 and TRIVIUM have been submitted and are under consideration for the eSTREAM, the ECRYPT (European Network of Excellence for Cryptology) Stream Cipher project. All ciphers were coded using VHDL language. For the hardware implementation, an FPGA device was used. The proposed implementations achieve throughputs range from 166 Mbps for MICKEY 128 to 6080 Mbps for MUGI.
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I. INTRODUCTION

SECURING data in transmission is the most common real-life cryptographic problem. Basic security services require both encryption and authentication. This is mainly realized using a private-key algorithm and a Message Authentication Code (MAC).

It is common to classify encryption algorithms as public-key algorithms, that are typically used to establish secure connections over insecure channels, and private-key algorithms, that due to their inherent efficiency, are employed to secure the bulk data transmission phase. Although among the class of private-key, block ciphers are probably the best known and well-studied objects during the last years a major effort taken place in order to propose new and secure stream ciphers.

Stream ciphers are practical approximations to the one-time pad and can operate on blocks as small as a single bit [1]. One-time pad is a random key used to operate on plaintext of equal length once and never used again. The drawback of one-time pad is that the length of the key has to be equal to that of plaintext and that there is a difficulty in distributing the key.

Stream ciphers have different implementation properties than block ciphers that restrict the cryptanalyst. They only receive their inputs once (a key and an initialization vector) and then produce a long stream of pseudo-random data.

A stream cipher can start with a strong cryptographic operation to thoroughly mix the key and initialization vector into a state, and then use this state and a simpler mixing operation to produce the keystream. If the attacker tries to manipulate the inputs of the cipher encounters the strong cryptographic operation. As there are fewer cryptographic requirements to fulfill, the keystream generation function can be made significantly faster than a block cipher can be.

Fig. 1 shows the general diagram of the cipher process with stream cipher [2]. The stream cipher takes two parameters, the secret key, \( K \), and the initialization vector, \( IV \), and produces the keystream bits, \( z_t \). In stream encryption each plaintext symbol, \( P_t \), is encrypted by applying a group operation with a keystream symbol, \( z_t \), resulting in a ciphertext symbol \( c_t \). In modern cipher the operation is the simple bitwise XOR.

Decryption takes the subtraction of the keystream symbol from the ciphertext symbol. With the bitwise XOR this is the same operation.

In this paper the stream ciphers, that are recently adopted by the International Organization for Standardization ISO/IEC 18033-4:2005 standard, are described and implemented [3]. This standard comprises the MUGI [4] and SNOW 2.0 [5] stream ciphers. In addition, except the above ciphers, two others have been implemented, the MICKEY-128 [6] and TRIVIUM [7] stream ciphers. These ciphers are implemented for comparisons in design philosophy and time performance with the standard ciphers purposes. The designers’ directions are generated by the new wireless standards where demand hardware environments where gate count, power consumption and memory are very limited.

The MICKEY-128 and TRIVIUM stream ciphers have been submitted and are under consideration for the eSTREAM, the ECRYPT (European Network of Excellence for Cryptology) Stream Cipher project [8]. The eSTREAM is a multi-year effort to identify new stream ciphers that might become suitable for widespread adoption.
The following of this paper is structured as below. In section II the implemented stream ciphers specifications are briefly described. In section III the hardware architectures and implementations are explained in detail while in section IV the synthesis results and comparisons between the stream ciphers are mentioned. Finally, the section V concludes the paper.

II. STREAM CIPHERS SPECIFICATIONS

A. MUGI Pseudorandom Number Generator

MUGI is a pseudorandom number generator (PRNG) used as a stream cipher. The design aims to be suitable for both software and hardware implementations. MUGI has two independent parameters as inputs. The first one is 128-bit secret key while the second one is 128-bit initial, public, vector. MUGI generates a 64-bit length random bit string in independent parameters as inputs. The first one is 128-bit secret key while the second one is 128-bit initial, public, vector.

The operation of MUGI is divided in two phases. The initialization phase is divided in 3 steps. Firstly, the secret key \( K \) is inserted into state \( a \). Then initialize buffer \( b \) with running \( \rho \). Secondly, adds the initial vector \( I \) into state \( a \) and initializes state \( a \) with running \( \rho \) and last the whole internal state is mixed. In the keystream generation phase runs \( n \) rounds update function and outputs a part of the internal state (64-bit) for each round.

More details about the cipher specification can be found in [4].

B. SNOW 2.0 Stream Cipher

The main parts of SNOW 2.0 are a Linear Feedback Shift Register (LFSR) of length of 16 and a Finite State Machine (FSM). The LFSR has two input words, taken from the LFSR, and the running key is XORed between the FSM output and the last element of the LFSR. This operation diagram is depicted in Fig. 3.

The feedback polynomial is given by the (1).

\[
\pi(x) = ax^{16} + x^{14} + x^4 + 1 \in F_{2^8}[x] \tag{1}
\]

where \( a \) is the root of (2)

\[
x^4 + \beta 31 x^3 + \beta 245 x^2 + \beta 48 x + \beta 239 \in F_{2^8}[x] \tag{2}
\]

and \( \beta \) is a root of (3)

\[
x^8 + x^7 + x^5 + x^3 + 1 \in F_{2^8}[x]. \tag{3}
\]

The FSM has two registers \( R_1 \) and \( R_2 \), each holding 32-bit data. The value of the registers at time \( t \geq 0 \) is denoted as \( R_{1t} \) and \( R_{2t} \), respectively. The input to the FSM is \( (s_{t+5}, s_{t+3}) \) and the output of the FSM, denoted as \( F_t \), is calculated as follows

\[
F_t = (s_{t+15} + R_{1t}) \oplus R_{2t}, \quad t \geq 0 \tag{4}
\]

and the keystream is given by

\[
z_t = F_t \oplus s_t, \quad t \geq 1. \tag{5}
\]

The registers \( R_1 \) and \( R_2 \) are updated with new values according to

\[
R_{1t+1} = s_{t+5} + R_{2t}, \tag{6}
\]

and

\[
R_{2t+1} = S(R_{1t}), \quad t \geq 1. \tag{7}
\]

The addition (+) in the (4) and (6) is symbolized as \( \oplus \) in Fig. 3 and we mean integer addition modulo 2^32 whereas with symbol \( \oplus \) we mean bitwise addition (XOR). The S-box is the similar to the RIJNDAEL S-box [10].

The operation of the cipher is the following. First, a key initialization is performed. This operation provides the LFSR with a starting state as well as giving the internal FSM registers \( R_1 \) and \( R_2 \) their initial values. The cipher is clocked for 32 times. Instead, the FSM output, \( F_t \), is incorporated with the feedback loop. By time \( t=0 \) we mean the time instead directly after the key initialization. Then the cipher is clocked once before producing the first keystream symbol, i.e., the first keystream symbol, denoted as \( z_t \), is produced at time \( t=1 \). Then the cipher is clocked again and the next keystream symbol is read. This process is repeated until the cipher produces the keystream with length equal to plaintext/ciphertext length.

More details about the cipher specification can be found in [5].
C. MICKEY-128 Stream Cipher

MICKEY-128 stream cipher is intended to have low complexity in hardware, while providing a high level of security. It uses irregular clocking of shift registers, with some novel techniques to balance the need for guarantees on period and pseudorandomness to avoid certain cryptanalytic attacks. The overall diagram of MICKEY-128 stream cipher is shown in Fig. 4a.

MICKEY-128 takes two input parameters, the 128-bit secret key, $K$, and an 80-bit initial value, $IV$. As for most stream ciphers, this process consists of two phases. First, the internal state of the cipher is initialized using the key and the $IV$, and then the state is repeatedly updated and used to generate keystream bits. Fig. 5 shows the architecture of the TRIVIUM stream cipher.

The proposed design contains a 288-bit internal state denoted as $(s_1, \ldots, s_{288})$. So, the algorithm is initialized by loading an 80-bit key and an 80-bit $IV$ into the 288-bit initial state, and setting all remaining bits to 0, except for $s_286$, $s_287$, and $s_288$. Then, the state is rotated over 4 full cycles, without generating key stream bits.

The keystream generation consists of an iterative process which extracts the values of 15 specific state bits and uses both of them to update 3 bits of the state and to compute 1 bit of key stream $z$. The state bits are then rotated and the process repeats itself until the requested $N \leq 2^{64}$ bits of key stream have been generated.

III. ARCHITECTURES AND HARDWARE IMPLEMENTATIONS

A. MUGI Architecture

The architecture that performs the MUGI pseudorandom number generator is shown in Fig. 6. As this figure shows the main parts of the proposed architectures are the State $a$, the Buffer $b$ and the functions $\rho$ and $\lambda$. In addition, one 128-bit register is used for latching the secret key and initialization vector transformations [4]. Also, the $K/I$ init component is used for key and initialization vector transformations. The Auxiliary Buffer1 holds the Buffer $b$ data while the Auxiliary Buffer2 holds the State $a$ data during the initialization phase. Finally, there are a 3x192 multiplexer (MUX) and two XOR gates, 128-bit and 64-bit respectively, accomplishing the generator architecture.

The initialization phase of MUGI is divided into 3 steps. Firstly, Buffer $b$ is initialized with a secret key, $K$. Secondly,
the initialization of the State $a$ with the initial vector, $I$, takes place. Last the whole internal state is mixed. So, when the key is transformed is fed by the State $a$ through the IN2 multiplexer input. Then, $a$, iterates only the function $\rho$ and puts a part of each $a(t)$ into Buffer $b$ as follows, $b_{i+} = (\rho^i(a,0))_b$. In the previous equation $\rho^i$ means the $i$-th iteration of $\rho$ and $\rho(a,0)$ means the input from Buffer $b$ is zero. In other words, the data stored into Buffer $b$ is not used in this step. The Auxiliary Buffer1 is responsible for this. In addition, the output data of the State $a$ are never used in the first step of the initialization phase. The Auxiliary Buffer2 is responsible for this. In the second step the mixed State $a$ with value $a(K) = \rho^{16}(a,0)$ and the initial vector, $I$, are required. If $I$ is added to State $a$ through the IN1 multiplexer input, State $a$ is mixed again by 16 rounds iteration of function $\rho$. So, the mixed State $a$ is represented as $\rho^{16}(a(K,I),0)$.

Finally, the last initialization phase step is a 16 rounds iteration of the whole update function Update,

$$a = \text{Update}^{16}(\rho^{16}(a(K,I),0), b(K))$$

where the notation $b(K)$ in the above equation denotes that the Buffer $b$ is initialized by the secret key $K$.

For security purposes, the algorithm output bits should not be available to the users during the initialization process. So, a 64-bit register is located at the generator output that does not latch its input bits during the initialization process.

After the initialization, the 64-bit register latches the generated bits and MUGI generates a 64-bit keystream. If we denote the output at round $t$ as $\text{Out}(t)$, then the output is given as,

$$\text{Out}(t) = a^t$$

In other words MUGI outputs the lower 64-bit of State $a$ at the beginning of the round process.

The State $a$ and Buffer $b$ are 192-bit and 1024-bit registers respectively. The update function of State $a$ is the function $\rho$. It is a kind of target heavy Feistel structure with two F-functions and uses Buffer $b$ as a parameter. The hardware architecture of function $\rho$ is depicted in Fig. 7.
Furthermore, the hardware architecture of the $F$-function is depicted in Fig. 8. The byte-wise substitution S-box is the same as the one in AES [10] while the linear transformation is the combination of a 4 x 4 matrix and a byte-wise shuffling. The S-boxes have been implemented with LUTs. MUGI uses MDS matrix which is the component of AES.

In addition, the function $\lambda$ is the update function of Buffer $b$ and uses a part of State $a$ as a parameter. The mathematical background of function $\lambda$ can be found in [4]. The hardware implementation consists of simple XOR operations and bit-shifting. Also, the values of the $C0$, $C1$ and $C2$ constants are defined in [4].

Finally, the Control Unit is responsible for the correct operation of the whole algorithm.

B. SNOW 2.0 Architecture

The proposed SNOW 2.0 hardware architecture is depicted in Fig. 9. As this figure shows the architecture consists of two main parts, the LFSR and the FSM.

The LFSR is built with 16 32-bit registers. As Fig. 9b shows between each register a 32 2-input OR gate is located. The operation starts with the initial parallel loading of the initial values in each register according to the cipher specifications. After, the input is forced equal to zero and the cipher starts to operate due to the user’s commands.
The multiplication with \( \alpha \) and \( \alpha^{-1} \) are implemented with Look-Up-Tables (LUTs) and 8-bit left or right shifting respectively. The values of \( \alpha \) and \( \alpha^{-1} \) are computed by the following equations:

\[
\alpha = (w << 8) \text{XORMUL} \_ \alpha[w >> 24] \tag{10}
\]

and

\[
\alpha^{-1} = (w >> 8) \text{XORMUL} \_ \text{ainverse}[w] \tag{11}
\]

The pre-computed tables MUL_\( \alpha \) and MUL_\( \text{ainverse} \) are specified in [5].

The FSM consist of two 32-bit register, 2 integer adders (\( \oplus \)) modulo \( 2^{32} \), two 32-bit bitwise XOR (\( \oplus \)) and four LUTs. These LUTs blocks are used for the S-box implementation.

Also, an efficient, in both area and time performance, design with ROM blocks is implemented. In this implementation the MUL_\( \alpha \) and MUL_\( \text{ainverse} \) tables are implemented with ROM blocks. In addition, the tables for the S-box are implemented with ROM blocks. This implementation is illustrated in the following Fig. 10.

**C. MICKEY-128 Architecture**

The MICKEY-128 stream cipher architecture is shown in Fig. 11. This architecture consists of the registers \( R \) and \( S \) following the specifications demand. The way that the Control_bit_\( R \) and the Control_bit_\( S \) variables are defined is obvious. Also, the multiplexer MUX is shown that is needed in order to the data values are forced in the registers. Finally, the keystream bits are produced by the XORing of the \( r0 \) and \( s0 \) bits.

![Fig. 11 MICKEY-128 Stream Cipher Architecture](image)

**D. TRIVIUM Architecture**

As Fig. 5 shows the TRIVIUM is the simpler cipher implemented. Because of this simplicity a quite straightforward architecture is implemented. For the TRIVIUM hardware implementation 288 flip-flops, 11 2-input XOR gates, 3 2-input AND gates and 288 2-input OR gates are used. The OR gates are used in order to force the initial values in the flip-flops.

**IV. EXPERIMENTAL RESULTS AND PERFORMANCE EVALUATION**

Each one of the stream ciphers was captured by using VHDL, with structural description logic. All implementations were simulated for the correct operation by using the test vectors provided by each cipher specification.
codes were synthesized in a Xilinx Virtex-E V400FG676 FPGA [11] for having a common hardware device for the comparison. Then the implementations were simulated again for the verification of the correct functionality in real time operating conditions. The selected FPGA has 160K-bit synchronous internal selectRAM blocks.

The synthesis results for the implemented stream ciphers are presented in Table I.

<table>
<thead>
<tr>
<th>Stream Cipher</th>
<th>FPGA Device</th>
<th>Throughput</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>MUGI</td>
<td>122</td>
<td>3904</td>
<td>2.5</td>
</tr>
<tr>
<td>SNOW 2.0 (LUT)</td>
<td>141</td>
<td>4512</td>
<td>11.5</td>
</tr>
<tr>
<td>SNOW 2.0 (ROM)</td>
<td>166</td>
<td>166</td>
<td>0.99</td>
</tr>
<tr>
<td>MICKEY 128</td>
<td>211</td>
<td>211</td>
<td>1.5</td>
</tr>
<tr>
<td>TRIVIUM</td>
<td>-</td>
<td>5659</td>
<td>5.6</td>
</tr>
<tr>
<td>LILI-II [12]</td>
<td>-</td>
<td>243</td>
<td>0.3</td>
</tr>
<tr>
<td>SNOW 1.0 [13]</td>
<td>66.5</td>
<td>2128</td>
<td>2.8</td>
</tr>
<tr>
<td>RC4 [14]</td>
<td>61</td>
<td>120.8</td>
<td>0.8</td>
</tr>
</tbody>
</table>

As illustrated in Table II the MUGI achieves the largest throughput. Also, it has the second implementation efficiency ratio. In addition, the SNOW 2.0 (ROM) based design is the more compact compared with the others.

Performance comparisons in terms of frequency, throughput and implementation efficiency are presented in Table II. The implementation efficiency (Mbps/#CLBs) is defined as the ratio between the cipher throughput and the number of CLBs that each cipher consumes. In addition, comparisons with other previously published stream ciphers are shown in this table.

Table I. STREAM CIPHERS SYNTHESIS RESULTS

As illustrated in Table II the MUGI cipher consumed the more FPGA resources compared with the others. The SNOW 2.0 (ROM) based implementation uses 48K-bit from the internal selectRAM blocks. The TRIVIUM stream cipher is the more compact compared with the others.

In this paper four stream ciphers are implemented in hardware and compared in terms of performance and consumed FPGA area. These ciphers were coded in VHDL language and synthesized in an FPGA device. The implementations for the MUGI, MICKEY 128 and TRIVIUM are the first in the literature. The largest throughput achieved by the MUGI cipher while the smallest achieved by the MICKEY 128 cipher. Finally, the most suitable for FPGA implementation is the ROM based SNOW 2.0 implementations that have the biggest implementations efficiency ratio.

V. CONCLUSION

In this paper four stream ciphers are implemented in hardware and compared in terms of performance and consumed FPGA area. These ciphers were coded in VHDL language and synthesized in an FPGA device. The implementations for the MUGI, MICKEY 128 and TRIVIUM are the first in the literature. The largest throughput achieved by the MUGI cipher while the smallest achieved by the MICKEY 128 cipher. Finally, the most suitable for FPGA implementation is the ROM based SNOW 2.0 implementations that have the biggest implementations efficiency ratio.
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