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Abstract—This paper presents the enhanced frame-based video coding scheme. The input source video to the enhanced frame-based video encoder consists of a rectangular-size video and shapes of arbitrarily-shaped objects on video frames. The rectangular frame texture is encoded by the conventional frame-based coding technique and the video object’s shape is encoded using the contour-based vertex coding. It is possible to achieve several useful content-based functionalities by utilizing the shape information in the bitstream at the cost of a very small overhead to the bitrate.
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I. INTRODUCTION

Over the years, the digital video technology has been evolving quickly in terms of the ways video content is produced, delivered, and consumed. As a result, users are not content with only the compression efficiency in a video coding technology; they are now demanding more features. To meet the user demands, the new video coding schemes are required support content-based interactivity, allow content-based video indexing and retrieval, cope up with bandwidth and bit error rates of transmission networks, and achieve backward compatibility with existing video coding schemes in addition to providing a very good compression efficiency. For this purpose, the new video encoders require the source input video to be in such a form that the video content can be easily identified and characterized.

The input video source to the object-based video coding approach in MPEG-4 standard [1] is in the form of arbitrarily shaped video objects and their shapes as shown in Fig. 1(a). The MPEG-4 object-based video facilitates user-interactivity with individual objects. However, the decoders based on earlier MPEG standards are not capable of decoding the MPEG-4 object-based video bitstreams. Furthermore, the accurate segmentation of semantically meaningful objects from a rectangular video still remains a challenging problem. On the other hand, inaccurate segmentation of video objects may adversely affect the compression efficiency [2].

In the sub-picture coding [3], a video frame is partitioned into one or more user-defined non-overlapping rectangular sub-pictures and a remaining background picture (see Fig. 1(b)). It is possible to assign different error protection and functionalities by utilizing the shape information in the bitstream at the cost of a very small overhead to the bitrate.

Some video transmission schemes suggest encapsulating the MPEG-2 and the MPEG-4 video streams within the MPEG-2 transport stream so as to provide the value-added services such as content-based interactivity [4]. Although these schemes provide the backward compatibility with the existing conventional MPEG-2 decoders, they have the disadvantage of substantially increasing the cost of the decoders in order to support more than one MPEG standard.

The objectives of the proposed enhanced frame-based video encoder (EFBE) are the following: 1) to serve as a simple extension of the conventional frame-based video encoder architectures and to provide backward compatibility, 2) to achieve nearly the same performance in terms of video quality and compression ratio as compared to the conventional frame-based video coding performance, and 3) to address the user demands for content-based functionalities. The architecture, the features and the performance of the enhanced frame-based coding scheme are described in the following sections.

II. PROPOSED ENHANCED FRAME-BASED VIDEO CODING

In the proposed enhanced frame-based coding, the input source video consists of a rectangular-size video and shapes of arbitrarily-shaped objects on video frames. We define the object of interest (OOI) in a rectangular frame video as the arbitrarily-shaped semantically meaningful video object which is of interest to a user. There are three steps involved in the process of obtaining the coded representation of video using the enhanced frame-based video coding scheme: 1) pre-processing, 2) encoding shape and texture, and 3) post-processing. In the first step, an OOI is identified and its shape information is obtained in the form of either an outline contour sketch or a segmentation mask. The outline contour sketch of an OOI can be obtained by marking the outline of OOI on the screen manually; this way the shape information can be easily generated by a user. Several techniques have been proposed to obtain the segmentation masks using chroma-key [5], automatic segmentation [6] and semi-automatic segmentation techniques [7]. For the proposed EFBE, the boundaries of segmented video objects need only represent an approximate outline of the area belonging to a video object and there is no requirement for segmentation to be accurate. In the second step, the rectangular frame texture and the video object’s shape are encoded. The block diagram of the EFBE is shown in...
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A. Encoding shape and texture

As shown in Fig. 2, the major components of the proposed EFBE are frame-based texture coding and shape coding. The shape coding is performed in two steps: 1) polygonal approximation of shape boundary, and 2) vertex coding. The texture and shape bits are multiplexed into a single bitstream. The EFBE has two modes of operation: independent-shape-texture (IST) mode and dependent-shape-texture (DST) mode. The IST/DST switch allows the switching between the two modes. In the IST mode, the rectangular frame texture and video object’s shape are encoded independently. Whereas in the DST mode, the shape information is utilized to adjust the quantization parameter of texture macroblocks.

1) Shape coding: Unlike the MPEG-4 which uses bitmap-based techniques for shape coding, the proposed EFBE employs contour-based technique which lends itself to the semantic shape characterization. The shape contour in the form of each shape at macroblock-resolution is defined as the vertices of the polygon, the higher the shape.

In sequential method, the contour is scanned from an initial point on the curve to determine the longest possible edge having the approximation error less than or equal to \( \delta \). The process is repeated with the end point of the current edge as the next starting point. The vertices of the polygon are coded using the object adaptive vertex encoding method described in [8]. The amount of shape distortion is controlled by varying the value of \( \delta \); the larger the value of \( \delta \), the higher the shape distortion. Lossless shape coding is achieved by setting \( \delta = 0 \).

The distance between the polygonal approximations of OOI shape in the current and the reference frame is used to detect the amount of temporal variation in shape. The distance between two polygons is computed as follows. Let \( A \) and \( B \) be the polygonal approximations of the current and the reference OOI shape. Let \( h_i \) and \( v_i \) be the horizontal and vertical distance of \( i \)th vertex of \( A \) from \( B \) (see Fig. 3). Then the distance of \( A \) from \( B \) is defined as

\[
D_{AB} = \max_j (d_j),
\]

where \( d_j = \min(h_j, v_j) \). For the objects of interest such as talking-head, the variation in OOI shape over a sequence of contiguous frames is usually very small. Therefore when the lossy shape coding is desired, the shape information is not transmitted with every frame. Instead, the polygonal approximation of the current OOI shape is coded and transmitted only if the distance between the polygonal approximations of the current and reference OOI shapes is greater than or equal to a threshold \( T \). Otherwise no shape information is transmitted in the current frame. At the decoder, the most recently decoded shape is used to identify the OOI if no shape information is present in the current frame.

2) Texture coding: The basic steps of texture coding in the EFBE are essentially the same as those in a typical rectangular frame-based encoder. These basic steps consist of dividing a video frame into an array of basic units called macroblocks and processing each macroblock by applying discrete cosine transform, quantization and variable length coding. In fact, the texture coding block in the EFBE can be any rectangular frame-based video encoder (e.g., MPEG-1, MPEG-2 or MPEG-4 (simple profile) video encoder). In our implementation of EFBE, we have used MPEG-4 (simple profile) encoder for frame-based video texture coding.
In the DST mode, the shape information is used to adjust the texture coding parameters. The main idea is to encode the texture in the region belonging to the polygonal approximation of the OOI shape with a finer quantization as compared to the rest of the video frame. The quantizer values used for the two regions are embedded in the header information which is appended to the shape bitstream. At the decoder, the decoded shape information is utilized to correctly identify the region belonging to video object on the video frame and the quantizer information in the bitstream header is utilized for decoding the frame texture.

3) Multiplexing shape and texture bits: The proposed enhanced frame-based video coding scheme involves the multiplexing texture bits with the additional bits consisting of the shape bits and the bits that are generated by the post-processing stage for tracking and linking the objects of interest. In order to achieve backward compatibility with the conventional frame-based coding, we need to place the additional bits into the bitstream such that the conventional frame-based decoders would simply ignore these additional bits and decode the texture bits as usual. The proposed enhanced frame-based video decoders would utilize the additional bits to provide the content-based functionalities. We employ the user data packet insertion scheme for MPEG-4 is described in [9] for this purpose. We combine the shape bits, additional header bits and the link information bits into user data and place the user data into the bitstream generated by the frame-based texture coding block of the EFBE.

III. FEATURES OF THE EFBE

The architecture of the proposed EFBE is designed such that it can be implemented as a simple extension of an existing frame-based encoder architecture. The only additional complexity that EFBE adds to a frame-based encoder is that required for shape coding. When a EFBE bitstream is received by an existing conventional frame-based video decoder, the shape information present in the bitstream would simply be ignored and only rectangular frame texture would be decoded and displayed. Since the shape and texture are encoded independently in the IST mode operation of EFBE, the IST mode provides the backward compatibility with the conventional frame-based video decoders. However, the DST mode of EFBE does not support backward compatibility with the existing conventional frame-based decoders because the texture coding is dependent on the shape information in this mode of operation.

The embedded shape information in the bitstream of the EFBE can be utilized to support several content-based functionalities. At the receiver, the shape information of a video object in the bitstream facilitates the identification of the region belonging to the object as a hotspot on the rectangular frame. A hyperlink can be provided for the object on the rectangular frame when a user activates the object by clicking on the hotspot. Thus the decoded video functions almost like a Web page, allowing people to interact with the picture on the screen. Such a video bitstream in which a link and content information is associated with a region on a video frame is generally referred to as HyperVideo [10]. This kind of application does not require the shape of OOI to be accurate; therefore input shape information to the encoder can be in the form of inaccurate segmentation mask generated by simpler and practically viable segmentation techniques or rough contour sketch obtained by manually tracing the boundaries of OOI. Furthermore, lossy shape coding can be employed to achieve higher compression.

The annotation of video hyperlinks in the form of small icons containing the polygonal approximation of object contour can be displayed at the bottom of the rectangular video for a user to identify the hot spots in a frame. Here, the annotations give an idea about the current, previous and next scenes to a user through the display of polygonal approximations that provide semantic description of the objects in the scenes. This will allow a user to easily search for a scene in a video. Furthermore, during fast-forward or fast-reverse operations, only shape can be decoded and displayed instead of decoding the entire rectangular frame texture.

If the boundaries of the shape mask perfectly match the true boundaries of OOI (as in the case of shape information obtained through the standard blue-screen technique in studio environments), one may choose the lossless shape coding by setting the polygonal approximation error $\delta = 0$. This allows the user to extract the OOI from the rectangular frame and overlay the OOI on a background picture of his own choice to display a video scene which is different from the one present in the bitstream.

The DST mode of the EFBE is capable of providing additional content-based functionalities such as assigning different quality, compression, and error protection levels to the regions of interest and the remaining areas in a video frame. For example, the region belonging to an OOI can be encoded at a higher quality by using finer quantization during texture coding and the remaining region in the frame can be encoded at a relatively lower quality to balance the bit budget.

IV. EXPERIMENTAL RESULTS

The conventional frame-based video encoder (CFBE) in the MPEG-4 Verification Model (VM) software [1] is used as the basis to implement the proposed EFBE. We incorporated the
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Fig. 4. The source videos used in our experiments: a) the first frame in Akiyo and the corresponding shape contour of the OOI, and b) the third frame in Foreman and the corresponding shape contour of the OOI.
following modifications to VM software: 1) addition of our shape coding module, 2) adjustment of quantization step based on shape information in the DST mode, and 2) multiplexing the user data consisting of encoded shape information and the link information of hotspots with the texture and header data.

We use the first 100 frames of the 30Hz CIF-size Akiyo and Foreman video sequences and associated OOI shape contours in our experiments. Fig. 4 shows a sample frame and associated OOI shape contour in the original videos. The video sequences are encoded at 10 frames/sec; so there are 34 coded frames in the bitstream.

First, we compare the performance of the IST mode of the EFBE with the performance of the CFBE. Since the texture coding in the IST mode of EFBE is the same as that in the CFBE, both the encoders yield the same video quality. Therefore, we compare only the bitstream size. The following encoder settings are used. A fixed quantization step of $Q=16$ is used during texture coding. For the EFBE, we need to specify two additional parameters namely $\delta$ and $T$ associated with shape coding. In our experiments, we set $\delta=10$ and we use $T=0$ for Akiyo and $T=5$ for the Foreman. The Fig. 5 shows the polygonal approximation of OOI in a frame for $\delta=10$. The bitrates are listed in Table I. Since $T=5$ is used for coding the shape of Akiyo, we observed in our tests that the OOI shape was encoded in only four out of the 100 frames and the total number shape bits in the entire bitstream was 720; thus the average number of shape bits per frame is $720/34 \approx 21$, which is a negligibly small value as compared to the average number of texture bits. In case of the Foreman, the shape of OOI in each frame is encoded because $T=0$. We observe that the shape bits are 0.125% and 1.29% of the texture bits for $Q=8$ and $Q=16$, respectively. However, this small additional overhead of shape bits in the EFBE bitstream as compared to the CFBE bitstream is greatly justified by the benefit achieved in terms of several useful content-based functionalities that the shape information enables.

We present the comparison of the performance of the DST mode of the EFBE with that of the CFBE using the Foreman video. A fixed quantization step of $Q=16$ is used for all the macroblocks in CFBE. Whereas in the DST mode operation of EFBE, a lower quantizer ($Q=8$) is used for OOI region and higher quantizer ($Q=31$) is used for the remaining part of the frame to achieve nearly the same texture bits as that required by CFBE. For the shape coding in the DST mode of the EFBE, we set $\delta=15$, $T=15$. The quality and bitrate for the first Intra-frame encoded by the two encoders are presented in Table II. A higher PSNR for the OOI region is achieved at the cost of lower PSNR for the background region as compared to the overall PSNR obtained with the CFBE. The EFBE requires additional 128 bits for coding the shape of the OOI in this frame.

V. CONCLUSIONS

The architecture and design of the proposed enhanced frame-based video encoder is presented. The main aim of the proposed encoder is to provide an enhancement to the conventional frame-based coding. It is possible to achieve several useful content-based functionalities by embedding the coded representation of a video object’s contour along with the coded texture in the bitstream. The overhead of additional bits required for shape coding is less than 2% of the total bits of the conventional frame-based coding in our experimental results.
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