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Abstract—The intrusion detection problem has been frequently studied, but intrusion detection methods are often based on a single point of view, which always limits the results. In this paper, we introduce a new intrusion detection model based on the combination of different current methods. First we use a notion of distance to unify the different methods. Second we combine these methods using the Pearson correlation coefficients, which measure the relationship between two methods, and we obtain a combined distance. If the combined distance is greater than a predetermined threshold, an intrusion is detected. We have implemented and tested the combination model with two different public data sets: the data set of masquerade detection collected by Schonlau & al., and the data set of program behaviors from the University of New Mexico. The results of the experiments prove that the combination model has better performances.
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I. INTRODUCTION

Intrusion detection systems (IDS) are either based on misuse detection, trying to detect in the observed behaviors a set of signatures gathered from previous attacks [6], [11], or on anomaly detection, trying to detect any deviation from a "normal behavior" [2], [8], [10]. The drawback of the first one is that it cannot detect a new attack or an attack whose signature has been slightly modified. For circumventing this problem, anomaly-based methods use another approach. For each user, a set of features is extracted from its audit trail (the profile) and a tested behavior is compared to these features. Then unexpected attacks can be detected. In this paper we are interested in anomaly-based methods.

As a matter of fact, there are already many anomaly-based methods based on different profiles. Some of them focus on detecting the "masqueraders", defined as security attacks in which an intruder imitates a legitimate user to access or damage objects. A typical example of a masquerade is a hacker who has gained a legitimate user’s password. The problem of masquerade detection has been extensively studied. Schonlau & al [12] have summarized six approaches: Uniqueness, Bayes one-step Markov, Hybrid multi step Markov, Compression model, Incremental probabilistic action modeling (IPAM), and Sequence-match. Maxion [9] uses Naive Bayes classification.
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In addition, some researchers addressed the problem of detecting the intrusions by profiling the program behaviors. Forrest & al [3] introduced an intrusion detection method for program behaviors (the traces of system calls used by active, privileged processes). Since then, a lot of techniques have been developed focusing on the intrusion detection concerning programs. These approaches can be divided into four categories [15]: n-grams method [3], [14], frequency-based methods, finite state machines [15] and data mining approaches [7].

Looking at the results of experiments for the current methods, it is difficult to say that a method is better than another, because each method has its own advantages, and their results strongly depend on the set of observed behaviors. Moreover each method is based on a single point of view. For instance, uniqueness is based on the frequency of a command [12], Bayes one-step Markov uses the one step transitions from a command to another [12], finite state machines pay attention to the transitions of an individual state in function of some number of previous states [4], [14], etc. In this paper we attempt to combine these different methods.

In a perspective of combination, two problems have to be solved. First, unify the different methods, which are based on different ideas and use different techniques. Second, extract the advantages of each combined method efficiently. The approach that we present is based on a notion of “distance”. The distance can be considered as an indicator of the dissimilarity between two observed behaviors. A behavior that is very near to the normal behaviors is considered as normal, while a behavior that is far from the normal behaviors is more likely to be an intrusion. If the users had always the same behaviors, things would be simple: any deviation from the correct behaviors would mean an intrusion. Because the user behaviors are generally changing, some tolerance has to be included in the detection mechanism. In this paper, the bound between acceptance and refusal is determined by a predefined threshold. Any behavior whose distance to the normal behaviors exceeds the threshold is considered as intrusive and the system activates an alarm, while the behaviors whose distance to the normal behaviors is smaller than the threshold are considered as normal behaviors (see Fig. 1).

The first contribution of the paper is the definition of a combined distance. As a matter of fact, several methods already use the notion of distances [14], but it is not always the case. But even in the cases where the distance is not explicit,
we show that it is always possible to find an underlying distance, proving the generality of the approach.

The second contribution of the paper is a method for combining different methods. The combination that we propose is based on a measure of “correlation” between the different methods. The different distances associated to different methods are related according to their correlation and provide a unique combined distance.

The quality of an IDS can be measured by the probabilities of false and missing alarms. A false alarm happens when the IDS decides that the activity of a legitimate user is an intrusion and then generates an alarm, while a missing alarm occurs when an attack is not detected. We use these criteria to compare the results of original experiments with those of our combination (with computed threshold) on the same data sets. Concerning the missing alarm rate the results show a drastic improvement. The results concerning false alarm rate are not as good as for the best methods, but overall stay in an acceptable average. It means that the combination method (on the data we used) detects much more intruders, and produces just a little more false alarms.

The plan of the paper is the following. We first present several related works, then we describe the basic methods that we use in combination and define their associated distances. Then we explain our combination approach, based on techniques like Pearson correlation coefficients. At the end we present the experiments and discuss the results.

II. RELATED WORKS

We note that the idea of combining a collection of methods is not new, as several approach were proposed in the past several years. Many of the previous works use majority voting or weighted-voting approaches to integrate the different methods [13], [17], [18]. The idea of majority voting and weighted-voting is to combine the decisions by predicting the result with the highest vote. Our approach, based on Pearson correlation of the predefined distances of the methods, is entirely different. Experiments show that our approach gives much better results (see section 5).

Christopher & al [2] use several different models (i.e. the string length of an attribute value, the presence and absence of a particular attribute, etc.) to detect attacks against Web servers and Web-based applications. The SRI IDES (International’s real time intrusion detection expert system) [5] profiles the normal behaviors of the normal users with different criteria (i.e. CPU time, file accesses or terminals used to log on), and then synthesize the different aspects using their correlation. They are based on a set of fixed, predetermined criteria, while our method can use any possible criterion.

Fan & al. proposed an adaptive combination approach [16]. The core idea of the combination is that one method is used to detect the known attacks, and another method tries to detect the new attacks. However, this approach is based on the assumption that the first method can detect the known attacks accurately. It is obvious that this assumption is dubious and non realistic since the intrusions are always multivariate in the real world.

In summary, there are two main differences between the previous works and ours. First other approaches do not express the notion of distance explicitly. Our approach consists in combining the distance approaches to obtain the definition of a new distance that depends on the previous one, and the resulting distance is defined by the Pearson correlation coefficients. Second, these approaches use fixed criteria and fixed methods for evaluating these criteria for a normal behavior. In our approach, this aspect is completely parameterized. We can use any intrusion detection method in the literature and combine it with some others. The advantage is that our approach always uses the best-known methods at a given time.

III. ANOMALY-BASED INTRUSION DETECTION METHODS

Before presenting the basic methods that we combine and their associated distances, we recall the concept of distance.

A. Distance

A distance on a given set G is an application d: G x G → R, where R denotes the set of real numbers, such that for x, y, z ∈ G:

\[ \forall x, y \in G, \quad d(x, y) \geq 0 \text{ (Non-negative)} ; \]

\[ \forall x, y \in G, \quad d(x, y) = 0 \iff x = y \text{ (Identity)} ; \]

\[ \forall x, y, z \in G, \quad d(x, y) + d(y, z) \geq d(x, z) \text{ (Triangle inequality)} . \]

The notion of distance is a common tool for measuring dissimilarity. Many distance functions have been used in different contexts. Here are those we use in the paper:

For two vectors \( X = (x_1, \ldots, x_n) \) and \( Y = (y_1, \ldots, y_n) \):

- Manhattan distance: \( d_{\text{man}}(X, Y) = \sum_{i=1}^{n} |x_i - y_i| \)
- Max distance: \( d_{\text{max}}(X, Y) = \max(|x_1 - y_1|, |x_2 - y_2|, \ldots, |x_n - y_n|) \)
- Chi-Square distance: \( d_{\text{chi}}(X, Y) = \sum_{i=1}^{n} \frac{(x_i - y_i)^2}{x_i + y_i} \)
- Kullback-Leibler divergence (KLD) distance: \( d_{\text{KLD}}(X, Y) = \sum_{i=1}^{n} x_i \log \frac{x_i}{y_i} \)
- Hamming distance: the number of different positions in two sequences (for instance \( d_{\text{ham}}(abca, abaa) = 1 \)).
We recall that in an IDS, the anomaly-based methods generally use two data sets: the training data set and the test data set. The training data (noted TR) are the observed correct behaviors used to build the profiles, and the test data (noted TE) are the unknown behaviors which must be analyzed. For any observed behavior b in TE, the distance function \( d(b, TR) \) is used to determined the dissimilarity between b and TR. The way the distance function is defined affects the false and missing alarm rates directly. It is expected for the distance function to return a small value for a non-intrusive behavior and a large value elsewhere.

Now we present the methods based on different criteria that we combine.

### B. Overview of Methods

1. **Uniqueness**

   The uniqueness method is based on the notion of uncommon and uniquely used commands. The commands which are not previously seen in the training data reveal an attempted attack and uniquely used commands. The commands which are not consistent with the transition probabilities generated by a command in TR and let \( C_k \) the “uniqueness score” for command \( C_k \) in TR and let

   \[
   \text{uniqueness}(C_k) = (1 - \frac{U_k}{U})(1 - \frac{N_{C_k}/N(u)}{\sum_{u} N_{C_k}/N(u)}) \frac{N_{C_k}}{n(b)}
   \]

   To show the accumulative anomalous degree, the distance between the training data TR and b is defined using the Manhattan distance.

   \[
   d(b, TR) = \sum_{k=1}^{K} (|1 - \frac{U_k}{U} - \frac{N_{C_k}/N(u)}{\sum_{u} N_{C_k}/N(u)}| \frac{N_{C_k}}{n(b)})
   \]

2. **Bayes One Step Markov**

   The Bayes One-Step Markov approach is based on the transition probabilities from a command to the next. An alarm is activated when the probability of the current transition is not consistent with the transition probabilities generated by the training data [12]. This model has a good performance in terms of missing alarms, but it is not as good for false alarms.

   Two hypotheses are made:
   - For any observed behavior \( b=C_1C_2...C_k \)
   - \( H_0 \): the transition probabilities in b are the same as the corresponding probabilities in the training data;
   - \( H_1 \): there exists a Dirichlet distribution parameterized by a vector \( a_0 \) of nonnegative real number, such that for any \( b \), \( b \) respects the Dirichlet distribution.

   Let \( P(C_1C_2...C_k|H_0) \) be the conditional probability of \( b \) with respect to \( H_0 \) and let \( P(C_1C_2...C_k|H_1) \) be the conditional probability of \( b \) with respect to \( H_1 \). The Bayes factor (BF) of \( b \) is the ratio:

   \[
   BF_b = P(C_1C_2...C_k| H_1) / P(C_1C_2...C_k| H_0)
   \]

   BF is an indicator of the validity of \( H_0 \) with respect to \( H_1 \).

   Let \( p_{u|b} \) be the transition probability from \( C_i \) to \( C_j \) in TR, let \( N_{b|c} \) be the number of times that the pair \( (C_i,C_j) \) appears in user \( u \)’s TR, let \( N(c) \) be the corresponding value in b, let \( N(u|a) \) be the total number of commands in u’s TR, let \( n(b) \) be the total number of commands in b, let \( n(a) \) be the number of times of \( C_i \) in b and let \( a_0 \) be the Dirichlet distribution parameters, where \( a_0 = \sum a_{0k} \).

   It turns out that the Bayes factor of \( b \) for \( (C_i,C_j) \) can be computed as [12]:

   \[
   BF_{p_{u}|b}(C_i,C_j) = \frac{a_{0i}(a_{0i} + 1)...(a_{0i} + N_{C_i} - 1)/a_{0i}(a_{0i} + 1)...(a_{0i} + n_{b} - 1)p_{u|b}^{n_{b}a_0}}{a_{0j}N(u) + \alpha \times A_j}
   \]

   The Bayes factor of TR for \( C_i \) is:

   \[
   BF_{p_{u}|b}(C_i) = \frac{a_{0i}(a_{0i} + 1)...(a_{0i} + N_{C_i} - 1)/a_{0i}(a_{0i} + 1)...(a_{0i} + n_{b} - 1)p_{u|b}^{n_{b}a_0}}{a_{0j}N(u) + \alpha \times A_j}
   \]

   The distance between b and TR is defined using the Chi-Square distance:

   \[
   d(b, TR) = \sqrt{\sum_{k} \left( \frac{\log BF_{p_{u}|b}(C_k)}{\log BF_{p_{u}|b}(C_k)} - \frac{\log BF_{p_{u}|b}(C_k)}{\log BF_{p_{u}|b}(C_k)} \right)^2}
   \]

3. **Naïve Bayes Method**

   The Naïve Bayes method assumes that the commands in a given behavior set are chosen independently. For the \( k \)-th command \( c_k \) of an observed behavior \( b \), let \( n_{b|c_k} \) be the number of times of \( c_k \) appears in \( b \) and let \( p_{u|c_k}(c_k) \) be the probability of \( c_k \) in \( u \)’s TR. The conditional probability of \( b \) with respect to user u is:

   \[
   p(b | u) = \prod_{k} p_{u|c_k}(c_k)
   \]

   Let \( N_{b|c_k} \) be the number of times of \( c_k \) uses the command \( C_k \) in TR. For the given user u, the probability of TR is:

   \[
   p(TR | u) = \prod_{k} p_{u|c_k}(C_k)^{N_{b|c_k}}
   \]

   Taking the logarithm:

   \[
   \log p(b | u) = \sum_{k} n_{b|c_k} \log p_{u|c_k}(c_k)
   \]

   \[
   \log p(TR | u) = \sum_{k} N_{b|c_k} \log p_{u|c_k}(C_k)
   \]

   The Naïve Bayes model can use a variant probability to compute \( p_{u|c_k}(C_k) \) for ensuring that there are no zero counts [15]. Let \( A_j \) be the number of different commands in \( u \)’s TR, and let \( \alpha \) be an arbitrary positive real number (in this model 0.01). By definition, the variant probability \( p_{u|\alpha}(C_k) \) of \( C_k \) is:

   \[
   p_{u|\alpha}(C_k) = \frac{N_{b|c_k} + \alpha}{N(u) + \alpha \times A_j}
   \]

   where \( k \) is the number of distinct commands in TR and b, the distance between b and TR is defined using the Chi-Square distance:

   \[
   d(b, TR) = \sqrt{\sum_{k} \left( N_{b|c_k} - N_{u|c_k} \right)^2 \log \left( p_{u|\alpha}(C_k) \right)}
   \]

4. **Probabilistic Finite State Automata Method**

   A probabilistic finite state automaton (PFSA) is a finite automaton in which each transition has been equipped with a probability (the sum of all outgoing probabilities is 1 for each
state. The probability associated to each transition corresponds to the probability to reach the state from a neighboring state using the transition. In [4] Freeman uses the notion of user signature represented as a PFSA. Each transition in the PFSA corresponds to a user command. The method can be used both for the detection of user behaviors and program behaviors.

For any given finite behavior set $H$, a PFSA is built in the following way:

First an initial state is chosen. From the initial state a transition is added for any initial commands in $H$ and as many new states are created. The transition for a command $C_k$ receives as a probability the frequency of command $C_k$ among $PFSATR$, its probability is a fraction of the frequency of $c_i$ in $c_1c_2…c_{i-1}$ be the longest prefix.

Then the process is iterated for each new state. This construction can be seen as building the labeled tree classically associated to $H$ (considered as a formal language) and then associating to each edge the frequency of the label among the outgoing labels.

The probability of each sequence in a PFSA is the product of the probabilities of all of its commands.

For instance consider the set of behaviors: $H=\{\text{login}^*\text{open}^*\text{read}, \text{login}^*\text{open}^*\text{read}, \text{login}^*\text{open}^*\text{read},\text{login}^*\text{cd}^*\text{vi}, \text{ls}^*\text{mail}^*\text{exit}, \text{ls}^*\text{mail}^*\text{exit}, \text{ls}^*\text{mail}^*\text{exit}, \text{ls}^*\text{picp}^*\text{mv}, \text{ls}^*\text{picp}^*\text{mv}\}$. The PFSA is represented in Fig. 2.

![Fig. 2 An example of probabilistic finite state automaton](image)

We denote $PFSATR$ and $PFSATE$ the PFSA built from the training data and from the test data respectively. We explain now how to compute the probability of a sequence $s=c_1c_2…c_V$ in the training data, that is not in $PFSATR$, as follows:

1) Determine the longest prefix of $s$ in $PFSATR$. Let $c_1c_2…c_{l-1}$ be the longest prefix.
2) Check whether or not $c_i$ appears in $PFSATR$. If $c_i$ is in $PFSATR$, its probability is a fraction of the frequency of $c_i$ in $PFSATR$ (in our experiments we choose the ratio $0.01$). If not, the probability of $c_i$ is a constant (here $0.00001$).
3) Repeat 2 from $c_{l+1}$ to $c_l$ until the end of the sequence $s$.

The distance between $PFSATR$ and a sequence in $PFSATE$ is defined using the Symmetric Kullback-Leibler Divergence (KLD) or the max distance:

$$d_{KLD}(s, TR) = \frac{1}{2}(P_{TR}(s)\log\frac{P_{TR}(s)}{P_T(s)} + P_T(s)\log\frac{P_T(s)}{P_{TR}(s)})$$

$$d_{\text{max}}(PFSATR, PFSATE) = \max\{P_T(s) - P_{TR}(s)\}$$

5. N-gram Model
An N-gram is a factor of fixed length N of a given behavior. Forrest & al. ([6], [14]) use the set of N-grams of the program behaviors as the program profile.

For any given finite behavior set $H$, a PFSA is built in the following way:

For example consider the set of behaviors: $H=\{S_1, S_2, ..., S_l\}$ be the set of N-grams with L factors for TR, and let $H_b=\{s_1, s_2, ..., s_l\}$ be the set of N-grams with L factors for a behavior in TE. Then the distance from $s_i$ to $HTR$ is defined using the Hamming distance:

$$d(s_i, H_{TR}) = \frac{1}{N}\sum_{j=1}^{L}d_{\text{Ham}}(s_{i1}, s_{j1}), d_{\text{Ham}}(s_{i2}, s_{j2}), ..., d_{\text{Ham}}(s_{il}, s_{jl})$$

The distance between $H_b$ and $TR$ is the maximum distance from the factor in $H_b$ to $H_{TR}$:

$$d(H_b, TR) = \max d(s_i, H_{TR})$$

6. Frequency-based Program Behavior Detection Method
Frequency-based methods take into account statistical analysis. Let $H_{TR}^{\text{num}}=\{S_1, S_2, ..., S_l\}$ be the set of N-grams for TR and $H_b^{\text{num}}=\{s_1, s_2, ..., s_l\}$ the set of N-grams for an observed behavior $b$ in TE. Let $\text{NUM}_b$ be the number of factor $s_i$ appearing in TR and let $\text{num}_{s_i}$ be the corresponding value for $b$. The frequencies of $s_i$ in TR (noted $F_{s_i}$) and in $b_{TE}$ (noted $f_{s_i}$) are defined by:

$$F_{s_i} = \sum_{j=1}^{L}\text{NUM}_{s_{ij}}, f_{s_i} = \frac{\text{num}_{s_i}}{\sum_{j=1}^{L}\text{num}_{s_{ij}}}$$

The distance between $s_i$ and $H_{TR}$ is defined as follows:

$$d(s_i, H_{TR}) = F_{s_i} - f_{s_i}$$

The distance between $b$ and $TR$ is defined using max distance:

$$d(b, TR) = \max d(s_i, H_{TR})$$

IV. COMBINATION APPROACH
In this section, we explain how to build a unique combined distance from different distances (associated to different methods). First, we present the Pearson correlation measure, which is a basic tool in the combinational approach.

A. Pearson Correlation Coefficients
Correlation indicates the magnitude and the direction of a linear relationship between two random variables. The correlation of two variables indicates how the two variables interact with each other. Pearson correlation coefficients are one of the basic correlation methods defined as follows:

Let $D_i(d_{i1}, ..., d_{in})$ and $D_j(d_{j1}, ..., d_{jn})$ be two distances respectively for methods $i$ and $j$. Their Pearson correlation coefficient is the ratio of the covariance of the two vectors by
the product of their standard deviations.

\[
\text{Corr}_{ij} = \frac{\sum (d_i - \bar{d}_i)(d_j - \bar{d}_j)}{\sqrt{\sum (d_i - \bar{d}_i)^2} \sqrt{\sum (d_j - \bar{d}_j)^2}}
\]

where \( \bar{d}_i = \frac{1}{n} \sum d_i(k) \) and \( \bar{d}_j = \frac{1}{n} \sum d_j(k) \).

The value of Pearson correlation coefficients ranges from +1 to –1. They indicate the degree of linear dependence between the two distances. The closer the coefficient is to 1 or -1, the more closely they are related. If the coefficient is close to zero, it means that there is no relationship between the two distance variables. A positive coefficient means that the two distances evolve in the same way, a negative coefficient in different ways.

B. Rank Values of Methods

On a given data set, different methods have different performances. For giving to the best methods more weight in the combination, a rank value is associated to each method. The rank value of a method is a real number which is greater than 1. The rank of a method is computed during the process of training. We shall explain how in section 5.

C. Pearson Correlation Coefficients-Rank Matrix of Multi-distances

Suppose there are n distances. The Pearson correlation coefficient-rank (PCC-R) matrix M of n distances, is a nxn matrix. Let \( \text{Rank}(i) \) be the rank values of the ith method. By definition:

\[
M(i, j) = \begin{cases} 
\text{Corr}_{ij}, & \text{if } i \neq j \\
\text{Rank}(i), & \text{if } i = j 
\end{cases}
\]

D. Unique Combined Distance

Given the Pearson correlation coefficient-rank matrix M and a distance vector \( (d_1, d_2, \ldots, d_m) \), where \( d_i \) is the corresponding distance of the \( i \)-th method, a combined distance is computed using the formula given in (2).

\[
d_{\text{combine}} = (\alpha + 1)\sqrt{d_1^2 + d_2^2 + \ldots + d_m^2} \]

where \( M^{-1} \) is the inverse of the matrix \( M \), \( (d_1, d_2, \ldots, d_m) \) is the transpose of the distance vector \( (d_1, d_2, \ldots, d_m) \) and \( \alpha \) is a nonnegative number which is chosen in the experiments.

E. The General Model Based on Combination

The method consists in six general steps.

1. The parameters used for computing the distances associated to the different basic methods are extracted form the training and the test sets.

2. The different distance values are computed.

3. The PCC-R matrix is built using the distance vectors and the ranks.

4. The values for the combined distance are computed.

5. The threshold is computed.

6. The distance of the tested behavior to the training data set are compared to the threshold.

V. EXPERIMENTS

We have realized a simulation in C++ for validating the combination approach. The simulations concern two data sets: one is a data set of user behaviors and the other a data set of program behaviors. Both are public and experimentation results have been published for both of them.

A. Experiment with Data Set of User Behaviors

1. Data Set

The first data set collected by Schonlau & al. is used for masquerade detection [12]. The data include command traces, which come from the UNIX account audit mechanism. The data set provides 15,000 commands (150 blocks of 100 commands each) for each of 70 users. 50 users are selected randomly to serve as intrusion targets. Then the other 20 users are used as masquerade. For the 50 users, the first 50 blocks (5,000 commands) are used as training data. From blocks 51 to 150, the 20 users’ data are shuffled into the 50 users’ data, which are used as test data. The data are available for downloading from http://www.schonlau.net/intrusion.html (see [12] for more details of this procedure).

2. Experiment Design

Four methods – Uniqueness, Bayes one-step Markov, Naive Bayes, and Probabilistic finite state automata – are combined.

i. Training

During the training period, the Pearson correlation coefficient-rank (PCC-R) matrix is built. For the sake of simplicity, we explain how the coefficients are computed in the case of only two methods m and m’. There are two steps:

1) For each user u, the commands from the 51th command through the 4950th command in training data are extracted and divided in blocks of 100 commands to obtain 49 cross blocks \( \{u_{C151-C250}, \ldots, u_{C4851-C4950}\} \). For a given method m, the distances between each cross block with the training data are computed, yielding a distance vector \( D_m(u) = (D_m(u_{C151-C150}), \ldots, D_m(u_{C4851-C4950})) \). Given two distance vectors \( D_m(u) \) and \( D_m'(u) \), corresponding to method m and m’, the Pearson correlation coefficients are computed by (1).

Now we present how the rank value of each method is computed. For each tested user, we consider other legitimate users as masqueraders to estimate the efficiency of each combined method and to determine the corresponding rank value. The rank value of each combined method is initially 1. Then it increases each time a new legitimate user is added in the process of training. The rank value of a method for a particular user is computed as follows. Let \( D_m(u) \) be the maximum distance in the distance vector \( D_m(u) = \{D_m(u_{C151-C150}), \ldots, D_m(u_{C4851-C4950})\} \) of method m for user u, let \( d_m(u) \) be the distance between the two training data of users u and u’ in method m, let \( N_u \) be the number of combined methods (here 4), and let \( N_u \) be the number of users that is chosen as masqueraders (here 49). The rank value of the method m for user u is:
\[ \text{Rank}_u(m) = 1 + \frac{1}{N_u} \sum_{u'} \frac{1}{d_{uu'}(m) + \frac{1}{\sigma}} \] (3)

The ratio of \( d_{uu'}(m) \) and \( D_{uu'}(u) \) indicates the ability for the method \( m \) to distinguish between the behaviors of users \( u \) and \( u' \). The larger the value of the ratio is, the better the method makes a distinction between users \( u \) and \( u' \). In the same way, the larger the value of the rank is, the worse is the performance of the method. \( \frac{1}{\sigma} \) is added to avoid a null denominator.

ii. Test
During the test period, the combination method decides whether or not a block in the test data has to be considered as a masquerade. First, for each method the distance between the test block and each block in the training data is computed. The distance between the test block and the training data is the minimal distance for all blocks in the training data. Then the formula (2) is used to combine these distances. In this experiment, \( \alpha \) is the number of methods deciding that the test data is an intrusion.

3. Threshold Determination
The value of the threshold directly influences the false and missing alarm rates. In this experiment, we determine an individual threshold for each user instead of fixing the value for all of them. For each user, two types of thresholds are computed: the threshold of each method and the global threshold of the combination of these methods.

i. Thresholds for Individual Method
Recall that \( D_{uu'}(m) \) is the maximum distance of \( D_{uu'}(m) = \{D_{uu'}(c_{151-250}), \ldots, D_{uu'}(c_{4851-4950})\} \). Let \( \overline{D_{uu'}}(\text{max}) \) and \( \overline{D_{duu'}} \) be the maximum distance and the mean distance from other legitimate users to the tested legitimate user.

Let \( D_{\text{combine}}(u) = \{D_{\text{combine}}(c_{151-250}), \ldots, D_{\text{combine}}(c_{4851-4950})\} \) be the vector whose elements are the combined distances of the cross blocks to the training data. Let \( \sigma_u \) be the standard deviation of \( D_{\text{combine}}(u) \), and let \( \overline{\sigma_u} \) be the mean of all of \( \sigma_u \). \( \sigma_u \) can be considered as an indicator of the regularity of user behaviors. The larger \( \sigma_u \) is, the less regular user \( u \)'s behaviors are. The threshold of method \( m \) for user \( u \) is defined by:

\[ TS_{uu'}(u) = \begin{cases} \frac{(D_{uu'}(u) + \overline{D_{uu'}})}{2}, & \text{if } \sigma_u \leq 1.5\overline{\sigma_u} \\ \frac{(D_{uu'}(u) + \overline{D_{uu'}}(\text{max}))}{2}, & \text{if } \sigma_u > 1.5\overline{\sigma_u} \end{cases} \]

ii. Global Threshold
Recall that \( M^T \) is the inverse of the Pearson correlation coefficient-rank matrix and \( (TS_1,TS_2,\ldots,TS_{mN_m})^T \) is the transpose of \( (TS_1,TS_2,\ldots,TS_{mN_m}) \). The global threshold for user \( u \) is computed as follows:

\[ \text{threshold}_{gh}(u) = \beta \sqrt{(TS_1,TS_2,\ldots,TS_{mN_m})M^T(TS_1,TS_2,\ldots,TS_{mN_m})} \]

Where \( \beta \) is a real number greater than 0. The false alarm and missing alarm rates depends on the chosen value for \( \beta \).

4. Update
Our method has an aging version, in which the training set evolves dynamically and the ranks and thresholds are computed from the new training data set regularly. The idea for updating the training data set is that, when a particular test block is considered as normal by all of methods and its combined distance is less than the maximum combined distance of \( D_{\text{combine}}(u) \), this block is added to the training data.

5. Results
The quality of an IDS can be measured by the probabilities of false and missing alarms. We compare the false alarm rates and the missing alarm rates of our method with 9 other methods in Table I. The PCC-R combination is the combination approach using Pearson correlation coefficients-rank matrix using the global threshold with \( \beta \) equal to 2.

### TABLE I

<table>
<thead>
<tr>
<th>Approach</th>
<th>Missing Alarm Rate</th>
<th>False Alarm Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compression[12]</td>
<td>65.8%</td>
<td>5.0%</td>
</tr>
<tr>
<td>Sequence-match[12]</td>
<td>63.2%</td>
<td>3.7%</td>
</tr>
<tr>
<td>Uniqueness[12]</td>
<td>60.6%</td>
<td>1.4%</td>
</tr>
<tr>
<td>IPAM[12]</td>
<td>58.9%</td>
<td>2.7%</td>
</tr>
<tr>
<td>Hybrid Multistep Markov</td>
<td>50.7%</td>
<td>3.2%</td>
</tr>
<tr>
<td>Naive Bayes (updating)</td>
<td>38.5%</td>
<td>1.3%</td>
</tr>
<tr>
<td>Bayes 1-step Markov[12]</td>
<td>33.8%</td>
<td>4.6%</td>
</tr>
<tr>
<td>Semi-Global Alignment [1]</td>
<td>24.2%</td>
<td>7.7%</td>
</tr>
<tr>
<td>PCC-R combination (not updating)</td>
<td>18.7%</td>
<td>4.9%</td>
</tr>
<tr>
<td>PCC-R combination (updating)</td>
<td>21.1%</td>
<td>3.2%</td>
</tr>
</tbody>
</table>

Missing alarms: In current methods, the average of missing alarm rate is about 40% (from 25% to 65%). It appears that the PCC-R compositional approaches have the best results. In case of not updating, the missing alarm rate we obtain is about 22% lower than the average value of the current methods, and about 6% lower than the best one (Semi-Global Alignment). Compared to the Naive Bayes (not updating) method, which has about the same performance for false alarm rate, the PCC-R combination (not updating) has about two times less missing alarms.

False alarms: In current methods, the false alarm rates go from 1.4% to 7.7%. The value for the PCC-R combination is on the average. The results of the combination method are better than the results of the other two best methods for missing alarm rate, Bayes 1-step method and Semi-Global Alignment method.
**TABLE II**

<table>
<thead>
<tr>
<th>Combination</th>
<th>N-grams</th>
<th>Frequency</th>
<th>PFSA</th>
<th>PCC-R</th>
</tr>
</thead>
<tbody>
<tr>
<td>sunsendmail</td>
<td>0.636</td>
<td>0.138</td>
<td>8.443</td>
<td>33.04</td>
</tr>
<tr>
<td>decode</td>
<td>0.2</td>
<td>0.031</td>
<td>1.726</td>
<td>7.554</td>
</tr>
<tr>
<td>forwardloops</td>
<td>0.545</td>
<td>0.08</td>
<td>6.025</td>
<td>23.161</td>
</tr>
</tbody>
</table>

Fig. 3 Comparison with two combined methods

Fig. 3 represents the value of the missing alarm rate in function of the false alarm rate (each point corresponding to a given value for the threshold). Roughly speaking the faster a curve decreases, the better is the method. In most practical environment, too many false alarms will make the system useless. The comparison of the detection rate with a small false positive rate is more interesting. Therefore, we only show the portion of the curve where the false positive rate is smaller than 8% in Fig. 3. We compare our results with two other methods: Bayes one step Markov method and Uniqueness method. We can see that our curve is under the other curves. It means that our compositional approach always detects more masquerades than others.

B. Experiment with Data Set of Program Behaviors

1. Data set

To facilitate the comparison with other methods based on program behaviors, we consider the data set of UNIX system calls collected by Forrest & al. [6]. The data set includes different kinds of programs and different kinds of intrusions (buffer overflows, symbolic link attacks, Trojan programs and DOS). Each trace is a sequence of system calls issued by a single process from the beginning of its execution to its end. The data set can be downloaded at http://www.cs.unm.edu/~immsec/data-sets/html.

Synthetic sendmail programs are tested in the experiment. The sets of training data and test data are summarized as follows:

- Training data set: a trace of the sendmail daemon and 4 other traces under various normal conditions.
- Test data set: the normal traces that are not used in the training data set, a trace of sunsendmail attack (sm-10763), a trace of decode attack (sm-280), a trace of forward loops attack (fwd-loops-1).

2. Experiment Design

Three IDS methods are used here: N-gram method, Frequency-based method and Probabilistic finite state automata (PFSA).

i. Training

In the same way as for the first experiment to compute the ranks, we choose randomly a trace in the normal data set of the sendmail program and the traces in the normal data of other programs (i.e. ps program, login program, etc.). The detailed presentation is in the last section.

To compute the Pearson correlation coefficients, a distance vector is constructed for each method (see 1 in section 4). We present now how the distance vectors are built. Since the training data includes a large number of system calls (there are more than 1.5 million system calls in the training data of the sendmail program), computing the distances between the training data and the cross blocks in training data as we did in the first experiments, produces too much elements for each vector. To reduce the complexity some traces in normal data of other programs are chosen randomly, and their distances to the training data are computed, yielding the distance vector.

ii. Test

For being able to perform online detection, each trace of test data is divided into continuous blocks. Each block groups 100 system calls.
A difference with the first experiment is that the intrusion detection is made on an entire trace rather than on blocks. For each method, the blocks of test data are compared with the training data one by one, and the distance between the test trace and the training data is the mean of distances from the test blocks to the training data. Additionally, \( \alpha \) in formula 6 is chosen equal to 0.

3. Results

Intrusion detection for program behaviors is easier than for user behaviors, because program behaviors are always more regular than user behaviors. The false alarm and missing alarm rates are often not enough precise. That is the reason why we choose as an indicator the distance of the test trace to the training data set and more precisely the difference between the distance between the intrusion data and the training data and the distance between the normal data and the training data. The values of this difference are represented in Table II. The larger this difference is, the more easily intrusions are detected.

C. Comparison with Distance and without Distance

In Fig. 5, we show that making the distance explicit yields better results. Fig. 5(a) displays the original results of the Uniqueness method (without explicit distance). The horizontal line is the threshold. A dark background corresponds to masquerade blocks. Fig. 5(b) presents the result on the same data when the Manhattan distance is used with the same method. It can be seen that the use of distance separates the intrusive and normal behaviors more efficiently.

D. Comparison with Other Combination Approaches

In this section, we compare the PCC-R method with two other combination approaches: sequential-based and majority-based.

The idea of the sequential-based approach is that the methods are applied one after the other. An alarm is raised if and only if each method considers an observed behavior as abnormal.

Majority-based approach can be considered as a voting system. If a majority of methods consider an observed behavior as intrusive, an alarm is raised.

We compare the results of sequence-based combination and majority-based combination with the PCC-R combination approach in Table III using the data set of the masquerade detection (the data set that is used in the first experiment).

<table>
<thead>
<tr>
<th>Combination Approaches</th>
<th>Missing Alarm Rate</th>
<th>False Alarm Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequential-based</td>
<td>63.6%</td>
<td>0.6%</td>
</tr>
<tr>
<td>Majority-based</td>
<td>41.0%</td>
<td>2.0%</td>
</tr>
<tr>
<td>PCC-R</td>
<td>21.1%</td>
<td>3.2%</td>
</tr>
</tbody>
</table>

Concerning the sequential-based combination, the threshold of each method for a user is the maximum distance between the behaviors in the user’s training data. The majority-based combination uses the same thresholds with the PCC-R combination that we have presented.

The advantage of the sequential-based combination is that it reduces greatly the false alarm rate. The false alarm rate is under 1%. Compared with the uniqueness method, it detects the same number of intrusion, while its false alarm rate is 2 times lower than for uniqueness method. But the sequential-based combination approach misses a majority of intrusions, which is not acceptable in practice.

Compared with the sequential-based combination, the majority-based combination has a better trade-off between false alarm and missing alarm rates. However in comparison with the PCC-R combination, it detects 20% less masquerades than the PCC-R combination, with only 1% less false alarms.

E. Discussion

According to the results, the combination method decreases greatly the missing alarm rate (see Table I) and improve the distinction between normal and intrusion data (see Table II). Table I shows that the missing alarm rate for the PCC-R combination method is about 18%, which is at least 10% lower than the best among the other existing methods. In addition, Table II shows that the use of combination improves the difference between the normal and intrusion data at least about 4 times better than the methods that it combines.

One can think of three reasons for explaining the better performances:

- The combination model considers an observed behavior from several points of views, increasing the capacity of
intrusion detection.

- The distance allows to measure the dissimilarities between the normal behaviors and the abnormal behaviors.
- The Pearson correlation coefficient-rank matrix expresses the weight of the method statistically, combining the advantages of each of them.

VI. CONCLUSION

In this paper we present a unified model able to combine different methods and gain advantage of each of them. The idea is to associate a distance with each method and use the Pearson correlation coefficient-rank matrix to combine these different distances. A distance measures the dissimilarity between two behaviors and allows distinguishing the normal from the abnormal behaviors. The experiments prove that the combination model is able to improve some known results. We made two experiments based on two different data sets: a user behavior data set and a program behavior data set.

The first experiment shows that the combination model detects much more intrusions with just a little more false alarm rate.

The second experiments shows that the combination model makes easier the distinction between the intrusion and the normal data.

The fact that the combination method has better results for two different data sets suggests that the improvement comes from the method itself.
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