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Abstract—The emergence of the Internet has brewed the revolution of information storage and retrieval. As most of the data in the web is unstructured, and contains a mix of text, video, audio etc, there is a need to mine information to cater to the specific needs of the users without loss of important hidden information. Thus developing user friendly and automated tools for providing relevant information quickly becomes a major challenge in web mining research. Most of the existing web mining algorithms have concentrated on finding frequent patterns while neglecting the less frequent ones that are likely to contain outlying data such as noise, irrelevant and redundant data. This paper mainly focuses on Signed approach and full word matching on the organized domain dictionary for mining web content outliers. This Signed approach gives the relevant web documents as well as outlying web documents. As the dictionary is organized based on the number of characters in a word, searching and retrieval of documents takes less time and less space.
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I. INTRODUCTION

With the exponential growth of information available on the internet, updating incoming data and retrieving relevant information from the web quickly and efficiently is a growing concern. Most of the web search engines typically employ conventional information retrieval and data mining techniques to discover automatically useful and previously unknown information from web content. With the enormous growth on the web, users get easily lost in the rich hyper structure. In addition, as most of the data in the web is unstructured, and contains a mix of text, video, audio etc, there is a need to mine information to cater to the specific needs of the users[9]. Efforts are being made to make such data available, usually in some structured form as in matrix form for further manipulation. Web mining is an emerging research area focused on resolving these problems. The proposed work in web mining aims to develop new methodology to effectively mine useful knowledge or information from the web documents quickly. In general, web mining tasks can be classified into three major categories, web structure mining, web usage mining and web content mining. Web structure mining tries to discover useful knowledge from the structure of hyperlinks. Web usage mining refers to the discovery of user access patterns from web usage logs. Web content mining aims to extract/mine useful information from the web pages based on their contents [1],[4],[10],[11]. Two groups of web content mining are those that directly mine the content of documents and those that improve on the content search of other tools like search engine. For Web content mining data can be image, audio, text and video [15]-[16]. Existing web mining algorithms do not consider documents having varying contents within the same category called web content outliers. Generally, Outliers are the data that obviously deviate from others, disobey the general mode or behavior of data and disaccord with other existing data. Outliers may also reflect the true properties of data, such as the rare disastrous weather recorded in meteorological database, which often contains one or more properties whose values seriously deviate from the normal values. However, these data may contain more valuable information than normal data.

Researchers on outlier detection broadly fall into following categories:

A. Distribution based methods are conducted by the statistics community. These methods deploy some known distribution model and detect as outliers points that deviate from the model.

B. Depth based algorithms organize objects in convex hull layers in data space according to peeling depth and outliers expected to be with shallow depth values[13].

C. Deviation based techniques detect outliers by checking the characteristics of objects and identify an object as that deviates these features as outlier.

D. Distance based algorithms give a rank to all points, using distance of point from k-th nearest neighbor, and orders points by this rank. The top n points in ranked list identified as outliers. Alternative approaches compute the outlier factor as sum of distances from k nearest neighbors.

E. Density based methods rely on local outlier factor (LOF) of each point, which depends on local density of neighborhood. Points with high factor are indicated as outliers.[12]
Unlike traditional outlier mining algorithm designed only for numeric data sets, web outliers mining algorithm should be applicable to various types of data including text, hypertext, image, video etc. Web pages that have different contents from the category in which they were taken constitute web content outliers.[7]-[8] Web content outliers mining concentrates on finding outliers such as noise, irrelevant and redundant pages from the web documents[10]-[11] Also, web content outliers mining can be used to determine pages with entirely different contents from their parent web sites.

In the proposed system, web documents are extracted from the search engines by giving query by the user to the web. Then the obtained web documents D is preprocessed, i.e., stop words, stem words and except text other data such as hyperlinks, sound, images etc are removed. The output is a set of documents with white-spaced separated words and it is indexed in two dimensional format (i,j), where ‘i’ represent web pages and ‘j’ represent words. Therefore, first word from first web page is indexed as (1,1), second word from the first page is indexed as (1,2) etc. The domain dictionary is arranged in such a way that, all 1-letter word will be indexed first, followed by 2-letter words, then 3-letter words similarly up to 15-letters word which is a very reasonable upper bounds for number of characters in a word.

Each page is mined individually to detect relevant and irrelevant documents using signed approach. Finally, a relevant web document is obtained which contains required information catering to the user needs.

Outline of Paper
Section 2 presents the overview of the signed approach for relevancy computation. Section 3 presents architectural design and flow diagram of the proposed system. Section 4 presents the algorithm for retrieving relevant and irrelevant web documents. Section 5 presents observations. Finally, Section 6 presents conclusions and future work.

II. SIGNED APPROACH FOR RELEVANCY COMPUTATION
The proposed algorithm explores the advantages of full word matching and signed approach using organized domain dictionary where the indexing is done based on the length of the word. First, the input web document is preprocessed and separated into white spaced words. The full word profile for the document is generated in matrix form (i.e., \( W_{ij} \) - represents 4th word in 1st page). Then the \( j^{th} \) word from \( i^{th} \) page is taken and its length is calculated (i.e., \( |W_{ij}| \)) and depending on the number of characters, the respective index on the domain dictionary is searched. If the word (\( W_{ij} \)) is found in the dictionary, then positive count is incremented by one else negative count is incremented by one. This process is carried out for all words in that web page. Finally, positive count is compared with the negative count to check the relevancy of that web page. If the positive count is less than the negative count, then that page is irrelevant, otherwise it is considered as more relevant.

III. ARCHITECTURE OF THE PROPOSED SYSTEM

![Fig. 1 Architectural Design of the proposed System](image1)

![Fig. 2 Domain dictionary for computer terms](image2)
IV. ALGORITHM

Input: Domain Dictionary, Web Document D
Output: Relevant Pages and Irrelevant Pages
Other Variable: Pos_count, Neg_count

Extract the input web document D after preprocessing.
Read the contents of web page Pi
Generate full word profile.
for ( i=1;i<=n;i++)
{
Pos_count=0; Neg_count=0;
for(j=1;j<=m;j++)
{
if ( jth word exists in dictionary)
{
Pos_count++;
else
Neg_count++;
}
}
if (Pos_count >= Neg_count)
{
Print Pi as relevant web page ;
else
Print Pi as irrelevant web page ;
}
}

Nomenclature
D – Web document to be mined.
P_i – Web page
W_{j,i} - j^{th} word in i^{th} web page

V. OBSERVATIONS

Experimental results ensure that the memory space, search time and run time gets reduced by using organized domain dictionary than normal indexed dictionary for checking the relevancy of the web documents. As the efficiency of web content is increased, the quality of the search engines also gets increased. This method is very simple to implement. The proposed algorithm is used by business personals to keep track of all the positive and negatives aspects related to their business.
A. Precision

It is the ratio between the number of relevant documents returned originally and the total number of retrieved documents returned after eliminating irrelevant documents. Here the relevant documents indicate the required documents which satisfy the user needs.

\[ \text{Precision} = \frac{\text{Relevant} \cap \text{Retrieved originally}}{\text{Retrieved after refinement}} \]

B. Recall

It is the ratio between the number of relevant documents returned originally and the total number of relevant documents returned after eliminating irrelevant documents.

\[ \text{Recall} = \frac{\text{Relevant} \cap \text{Retrieved originally}}{\text{Relevant after refinement}} \]

C. Time Taken

The time taken by the entire process is the sum of the initial time taken by the general purpose search engines plus the time taken by the refinement algorithm to process the results. As the searching time to match the word with the dictionary is reduced, the overall time taken to refine the documents also gets reduced drastically.

VI. CONCLUSION

Web mining is a growing research area in the mining community because of the great patronage the web continues to enjoy. Retrieving relevant content from the web is a very common task. However, the results produced by most of the search engine do not necessarily produce result that is best possible catering to the user needs. This paper proposes a new algorithm using signed approach for improving the results of web content mining by detecting both relevant and irrelevant web documents. Future work aims at experimental evaluation of web content mining in terms of reliability and to explore other mathematical tools for mining the web content. Also, a comparative study of this algorithm with existing algorithms is to be done.
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