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Abstract—The aim of this research is to develop a fast and reliable surveillance system based on a personal digital assistant (PDA) device. This is to extend the capability of the device to detect moving objects which is already available in personal computers. Secondly, to compare the performance between Background subtraction (BS) and Temporal Frame Differencing (TFD) techniques for PDA platform as to which is more suitable. In order to reduce noise and to prepare frames for the moving object detection part, each frame is first converted to a gray-scale representation and then smoothed using a Gaussian low pass filter. Two moving object detection schemes i.e., BS and TFD have been analyzed. The background frame is updated by using Infinite Impulse Response (IIR) filter so that the background frame is adapted to the varying illuminate conditions and geometry settings. In order to reduce the effect of noise pixels resulting from frame differencing morphological filters erosion and dilation are applied. In this research, it has been found that TFD technique is more suitable for motion detection purpose than the BS in term of speed. On average TFD is approximately 170 ms faster than the BS technique.
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I. INTRODUCTION

PDA is an abbreviation for Personal Digital Assistant, a handheld device that combines computing, telephone/fax, Internet and networking features. A typical PDA can function as a cellular phone, fax sender, Web browser and personal organizer. Unlike portable computers, most PDAs began as pen-based, using a stylus rather than a keyboard for input. This means that they also integrated handwriting recognition features. Some PDAs can also react to voice input by using voice recognition technologies. PDAs of today are available in either a stylus or keyboard version.

PDAs have become devices many of us use on a daily basis. They are relatively inexpensive; offer a many of applications while also being small, portable, and easy to use. Many standard PDA interfaces have been developed for a wide range of applications. In addition to standard applications such as word processing, calendar management, and calculators, some more specialized systems have been developed. For example, character recognition [1, 2, 3], educational tools [4, 5], and face recognition [6].

Fig.1 Evolution of Mobility & Connectivity
Therefore, it seems relatively obvious that PDAs may represent a good base for supervision. Their small size, processing capability, and portability make them suitable platform for surveillance.

II. RELATED WORK

There are few on going research work in this field, and most of them developed intelligent applications using image processing such as character recognitions. Examples are Z. Luo et al[1] developed a Chinese character recognition for PDA and H. Kang et al [2] designed an Interface on PDA for Korean language. Moreover, Face recognitions as in J. Yang, et al. [3] signed and developed a Face Recognition System based on PDA. Besides that, A few of researchers have developed a mobile surveillance. Sheng-Tun et. al [7] developed a real-time surveillance services to handheld devices over the Internet. They developed a surveillance system, which delivers various surveillance services over the Internet for supporting mobile PDAs users. J2ME technology is used to developing this system; the resulting system is composed of a surveillance server and a mobile thin-client monitor, PDA Watcher. The surveillance server is built upon a set of distributed components which cooperates each other through message.

III. THE OVER ALL SYSTEM

In this Research. The Overall system architecture block diagram as shown in Fig. 2 gives an over view of the main stages for the smart surveillance system based on PDA In this research Pocket PC (HP iPAQ hx4700) is chose as a platform for this project. The main reasons to choose Pocket PC rather than Palm PDA are : Palm is an Organizer, Pocket PC is a computer. Also Pocket PC is multitasking (several programs can run at once).The Pocket PC uses a windows interface which is already user-friendly to many users. Finally Pocket PCs is more popular and used by many people. There are many kinds of camera for PDA. There are built–in cameras, wireless camera and digital card camera. The most of modern smartphones and PDAs have built-in camera.
In this Project, HP photosmart mobile camera has been used with frame rate of 5 FPS and dimensions of 320X240 pixels. Images obtained from the above mentioned source are mainly 24-bit RGB images. When an image is obtained, some preprocessing is carried out to prepare the image/frame for next processes. The first preprocessing is to convert the color image to grayscale image. Secondly, the image is filtered by using Gaussian (smooth) filter to remove noise from the image. The following sections elaborate on these processes.

Grayscaling is an important process that has been used to remove color values in the image. As it is known that the colored image is composed of three color channels of Red, Green and Blue. Basically, grayscale conversion is to convert a color image (a 24 bit RGB, 8 bit per channel in this case) to an 8 bit grey level image. There are many formulas to calculate the grayscale. Equation (1) is one of these formulas that produce an acceptable result:

$$Grayscale = \frac{R + G + B}{3} \approx 0.333R + 0.333G + 0.333B$$  \hspace{1cm} (1)

The Gaussian smoothing operator is a 2-D convolution operator that is used to blur images and remove detail and noise. In this case it is similar to the mean filter, but it uses a different kernel that represents the shape of a Gaussian (bell-shaped). In 2-D, an isotropic (i.e. circularly symmetric) Gaussian can be expressed as shown in Equation (2):

$$G(x, y) = \frac{1}{2\pi\sigma^2} e^{-\frac{x^2 + y^2}{2\sigma^2}}$$  \hspace{1cm} (2)

The distribution of Gaussian is shown in Fig. 3.

The filter kernel of the Gaussian blur filter is decomposable in the product of a vertical vector and a horizontal vector. Fig. 4 shows the possible vectors, multiplied by each other they will produce Gaussian blur filters:

$$\begin{pmatrix} 1 \\ 2 \\ 1 \end{pmatrix} \times \begin{pmatrix} 1 & 2 & 1 \\ 2 & 4 & 2 \\ 1 & 2 & 1 \end{pmatrix}$$

Fig. 4 The mask of Gaussian filter

There are two major types of motion detection: static background motion detection and dynamic background motion detection. The first will be used for surveillance means: the surveillance camera does not move and has a capture (in a bitmap for example) of the static background it is facing. The second is much more complex. Indeed, in the entering streaming video the background moves at the same time as moving objects.

Motion detection uses image subtraction to determine object motion between two images. Typically, two images of the same scene are subtracted, yielding an image that shows only the differences. Constant image information is removed and only the objects that have removed between two images will appear. There are many methods to implement detection of moving object, but the most common three methods for Moving Detection: Temporal differencing, Background subtraction algorithm and optical flow. In this paper, background subtraction (BS) and Temporal Frame Differencing (TFD) methods are tested to decide on their performance and the suitability for a surveillance system based on PDA platform.

TFD attempts to detect moving regions by making use of the pixel-by-pixel difference of consecutive frames (two or three) in a video sequence. This method is highly adaptive to dynamic scene changes. Lipton et al. [9] presented a two-frame differencing scheme where the pixels that satisfy the following Equation are marked as foreground.

$$|I_{i}(x, y) - I_{i-1}(x, y)| > T$$  \hspace{1cm} (3)

where

- $I_{i}$ is the current frame.
- $I_{i-1}$ is the previous frame.
- $T$ is threshold value.

Background subtraction is a widely used approach for detecting moving objects in videos from static cameras. The rationale in the approach is that of detecting the moving
objects from the difference between the current frame and a reference frame, often called the “background image”, or “background model”. The background image must be a representation of the scene with no moving objects and must be kept regularly updated to adapt to the varying luminaries and geometry settings. Models that are more complex have extended the concept of “background subtraction” beyond its literal meaning. In general, BS can be simplified as shown in the Equation (4):

\[ f(x, y) = abs(Frame(x, y) - Background(x, y)) \]  

(4)

It is necessary to update the background image frequently in order to guarantee reliable motion detection. The basic idea in background adaptation is to integrate the new coming information into the current background image using the following first order Infinite Impulse Response (IIR) filter as shown in the Equation (5).

\[ B_{t+1} = \alpha I_t + (1 - \alpha) B_t \]  

(5)

In our approach, \( \alpha \) (Adaptation coefficient) is kept small (0.1) and the update process based on Equation (3.5) is only intended for adapting to slow changes in overall lighting. The activity of each pixel is monitored during several consecutive frames. The intensity values of those pixels that are active most of the time are directly copied from the latest \( I_t \) to \( B_t \). In this way we can adapt reasonably fast to new static objects appearing on the scene, like stationary objects, or to sudden changes in the illumination level.

In this project, the threshold value was fixed to the value \((T=32)\) and followed by the Equation (6), assume that \( g(x, y) \) is the output image (binary image).

\[ g(x, y) = \begin{cases} 
0 & \text{if } f(x, y) > T \\
1 & \text{Elsewhere} 
\end{cases} \]  

(6)

In order to reduce the effect of noise pixels resulting from frame differencing, Morphological operators Erosion and Dilation are applied to the detected moving object. By using erosion and dilation operators in turn, some of the noise (grainy noise) can be removed from the mask. Apart from the noise removal, erosion operation might disconnect the links between loosely connected regions, which are not the desired foreground objects most of the time. When the connectedness of a region is lost and the region area is below a threshold, it is not treated as a foreground object any more. On the other hand, strongly connected regions are not affected from this operation (except from their boundaries) and a subsequent dilation operation recovers the shrinkage caused by erosion.

Fig. 6 The result of threshed (a) \( T=32 \) (b) \( T=60 \) and (c) \( T=100 \)

Fig. 7 Illustrates the result of Morphological operators (Erosion and followed by Dilation)
For tracking the detected moving object, the tracking process is carried out recursively for all the input frames captured by the camera. Abounding box will be drawn at the location of the detected moving object in each frame. Projection Histogram techniques have been used for tracking an object. The process of this technique involves the size of the entire image frame (320X240 pixels). Figure 3.10 shows this projection histogram technique. The projection of the horizontal axis is obtained based on the Equation (7):

\[ P_h(x) = \sum_y f(x, y) \]  

(7)

And the projection of the vertical axis is obtained based on the Equation (8):

\[ P_v(y) = \sum_x f(x, y) \]  

(8)

where:

- \( x \) is column, \( x = 0, 1, 2, 3, 4, \ldots, 255 \)
- \( y \) is row, \( y = 0, 1, 2, 3, 4, \ldots, 255 \)
- \( f(x, y) \) is the pixel value at column \( x \) and row \( y \).

\[ \text{Fig. 8} \quad \text{Summations of rows and columns to obtain the vertical and horizontal} \]

**IV. PROGRAM FLOW CHART**

The surveillance system program is written using Microsoft embedded visual C++ which is part of Microsoft Visual Studio 2005 Professional Edition. The flow chart of the program is given in Figure below. In Initialization stage the program runs these steps:

1. Check if the camera is available.
2. Configure the camera to run at normal mode, and set the size of the image to 320 X 240 pixels.
3. Disable screensaver and / or auto off screen.
4. Set the frame rate at 5 FPS.

**Fig. 9 Program flow chart**

The computation time of the processes of the system is shown in Fig. 10. As it is illustrated Gaussian filter has larger computation time (around 25 millisecond) due to the convolution operation over the a whole frame. Besides that, Frame Differencing takes 20 milliseconds. Grayscaling and thresholding spend 15 and 9 milliseconds respectively. Finally, Morphological operation Dilation and Erosion takes 15 milliseconds for each.

**Fig. 10. Computation time for the processes of the system**
A whole surveillance system used adaptive BS takes around 370 milliseconds to achieve processing two frames. TFD Technique takes around 200 ms to complete processing two consecutive frames. Fig. 11 shows the performance comparison between BS and TFD.

![Fig. 11 The computation performance comparison between BS and TFD](image)

V. CONCLUSION

In general, the main objective of this project is to develop a surveillance system based PDA platform and it is programmed to fit for online (real-time) application. In order to reduce noise and to prepare frames for the moving object detection part, each frame is first converted to a gray-scale representation and then smoothed using a Gaussian low pass filter.

The entire system which has been developed shows perfect result for detection the moving objects. TFD and BS have been used because of their high performance of handling and the speed of the process. A number of preliminary processes have been applied to prepare the image for next stages. These processes have proved high accuracy of detection. The program performed well with rate of 5 FPS on HP iPAQ hx4700 with frame size of 320x240 pixels. Finally it has been found that TFD technique is more suitable for motion detection purpose than the BS in term of speed. On average TFD is approximately 170 ms faster than the BS technique.
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