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Abstract—AAM (active appearance model) has been successfully applied to face and facial feature localization. However, its performance is sensitive to initial parameter values. In this paper, we propose a two-stage AAM for robust face alignment, which first fits an inner face-AAM model to the inner facial feature points of the face and then localizes the whole face and facial features by optimizing the whole face-AAM model parameters. Experiments show that the proposed face alignment method using two-stage AAM is more reliable to the background and the head pose than the standard AAM-based face alignment method.
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I. INTRODUCTION

Precise and reliable facial feature localization is necessary for applications such as face recognition or face modeling [1]. It is well known that precision of detecting facial feature points affects success rate of face recognition [2]. Thus, face alignment, whose objective is to localize facial feature points such as eye-brows, eyes, nose, mouth and contour of chin, etc., is important for achieving success in face recognition and other many applications needing face modeling. Face shape is not a rigid but a deformable object, which is more difficult to detect than the rigid object, and thus face alignment has drawn a lot of research attentions [3, 4, 5, 6, 7].

AAM (Active Appearance Model) is one of the effective methods in detecting deformable 2D objects. AAM has been proposed first by Edwards et al. in [8], has later been extended by Cootes et al. [9, 10]. Afterwards, a lot of research works about improvements and extensions of AAM have been reported [3, 11, 12].

Face alignment using AAM is relatively stable, but is known to be sensitive to initial values [13]. AAM tries to localize object (feature points) by fitting AAM model parameters so as to minimize the squared error between the model texture represented by the parameters and the real object texture. Therefore, AAM fitting is a mathematical optimization problem. However, the search space is not convex even though the cost function is convex, so that finding the global minimum is not guaranteed [14]. That is, if the initial points do not start sufficiently near from the global minimum, the AAM fitting algorithm may converge to a local minimum so that face alignment using the AAM does not produce precise results. Therefore, for many new images with some different poses from the mean shape of the constructed AAM model and with complex background, the initial values for feature points in the contour of chin may not start sufficiently near from the global minimum (the true feature points in the chin contour of a new image). Thus, prediction of good initial values which are located sufficiently near from the global minimum is significant for producing precise face alignment.

For reliable AAM-based face alignment, we can utilize the following two observations. First, the inner AAM model fitting is less sensitive to the background and the head pose. That is, we know that under various head poses and illumination conditions, the inner parts of the face such as eyes, eyebrow, nose, mouth, and etc. tends to be less variant and less affected by the background of the face images than the outer parts of the face such as the contour of chin. Second, the dominant parameters (corresponding to large eigenvalues) of the whole face-AAM model are highly correlated with those of the inner face-AAM model. Based on these two observations, we propose two-stage AAM approach in reliable face alignment, where in first stage fits more stable inner parts of a new face, and in the second stage, fits the whole face of the new face but with initial values predicted using the least square method from the estimated inner face-AAM parameters in the first stage. As opposed to the initial parameters of the whole face-AAM in the standard AAM which are usually set by the mean shape, the initial parameters of the whole face-AAM in our proposed two-stage AAM approach may be rendered closer to the global minimum since they are predicted from the more stable inner face-AAM parameters estimated in the first stage inner face-AAM fitting.

It is observed through experiments that the proposed two-stage AAM approach in face alignment is more reliable with respect to head poses, illuminations, and background than the usual standard AAM-based face alignment.

Main difference between all the above mentioned face alignment research works and our approach is that our proposed method utilizes more stable local facial feature points...
like the inner facial feature points and extends the obtained local information for fitting the whole facial feature points.

The rest of the paper is organized as follows. The standard AAM is shortly reviewed in Section 2. In Section 3, our proposed two-stage AAM approach in face alignment is presented. Experiment results are given in Section 4. Finally the conclusion is given in Section 5.

Fuzzy logic control (FLC) has been widely applied to industries [1][2][3][4][5][6][7]. These various applications require convenient method that construct fuzzy controller. Thus, the automatic construction of rules has been an important research problem [8][9][10][11][12][13]. Expert knowledge is used to construct knowledge base for rule-based system. In other words, in the knowledge acquisition step, an expert express his knowledge in IF-THEN rules. When an expert is not available, rules can be inferred from input-output relation data.

Differently from non-fuzzy system, fuzzy systems need fuzzy sets used in them. To develop such systems, the membership functions for fuzzy sets as well as fuzzy rules should be defined. Fuzzy rule-based control system has an advantage that knowledge is represented in the form of IF-THEN rules, so knowledge can be formulated as linguistic form in comparison to neural network.

In this paper, we present a new method for the automatic construction of rule-base needed for fuzzy control system based on fuzzy neural network and object function when input-output relation data are not available. Also, we propose a neural network and its learning algorithm to fine-tune the parameters used in the control system.

II. STANDARD AAM
(ACTIVE APPEARANCE MODEL)

In this section, we briefly explain the standard AAM using face as an example of AAM application. This explanation is based on [9, 10]. As stated in [9, 10], AAM consists of two stages: Modeling stage and Fitting stage.

A. AAM Modeling

We assume the number of facial feature points of face is \( V \), and the number of face model images is \( M \). Then, the shape \( X \) of each face is defined as the vector consisting of \( V \) feature points, that is, \( X = (x_1, y_1, x_2, y_2, \ldots, x_v, y_v)^T \) where \((x_i, y_i)\) is a coordinate of the \( i \)-th facial feature point and the superscript \( T \) means transpose of vector (and matrix). Here we also assume that the each shape vector \( X \) is already normalized by Procrustes analysis [15].

Applying PCA analysis into all shape vectors from \( M \) face model images, the shape vector \( X \) of each face can be represented as a linear combination of the mean shape \( \mu_0 \), and \( n \) characteristic shape mode vectors.

In order to construct a statistical model of the gray-level texture, each model image is needed to be warped into the mean shape so as to let feature points match the mean shape using Delaunay triangulation algorithm [16]. After that, one samples gray-level information (intensity) from the shape-normalized image and normalizes it to remove global lighting and then forms a texture vector \( g \). As in the shape vectors, PCA analysis is applied to for all texture vectors from \( M \) face model images. The texture vector \( g \) of each face can be represented as a linear combination of the mean normalized gray-level vector \( T_0 \) and \( k \) characteristic texture mode vectors.

In order to reduce the number of parameters, the shape and texture parameters are combined as

\[
X = \mu_0 + Q_0\tilde{c} \\
g = T_0 + Q_k\tilde{c}
\]

where \( \tilde{c} \) is a common parameter vector [9, 10]. Modeling shape and texture as in (1) is called a (combined) AAM.

B. AAM Fitting

Fitting AAM model (1) into a new image is an optimization problem. By finding parameter vector \( \tilde{c} \) minimizing the squared error between the texture of a modeled face as (1) and a new image, one can decide the face represented by (1) as the face to be aligned in the new image. And, facial feature points represented by \( X = \mu_0 + Q_0\tilde{c} \) are considered as the final feature points to be localized. How to find parameter vector \( \tilde{c} \) minimizing the squared error and how to set the initial parameter vector for fitting process depends on AAM algorithms. Usually, the initial parameter vector is set to match the mean shape, that is, \( \tilde{c}_0 = \hat{0} \).

III. TWO-STAGE AAM APPROACH IN FACE ALIGNMENT

In this section, we briefly explain the standard AAM using face as an example of AAM application. This explanation is based on [9, 10]. As stated in [9, 10], AAM consists of two stages: Modeling stage and Fitting stage.

A. Outline of Face Alignment Using Two-Stage AAM

The face alignment method using two-stage AAM proposed in this paper consists of two parts as in the standard AAM: Modeling part and Face Fitting part.

1) Modeling part

Construct two AAM model: the inner face-AAM model, and the whole face-AAM model. The inner face-AAM model is constructed from the inner facial feature points of the model faces, which are more reliable and less variant than outer parts of the face. And, the whole face-AAM model is constructed as usual in standard AAM, that is, from the whole facial feature points of the model faces.

2) Face Fitting part

a) First, fit the inner face-AAM model into a new incoming face, that is, estimates the inner face-AAM parameters fitting the inner face-AAM model.
b) Second, predict the initial values for the dominant parameters of the whole face-AAM fitting from the estimated values of the inner face-AAM parameters.

c) Third, fitting the whole face-AAM model into a new incoming face by using the predicted initial values.

B. How to Predict the Initial Values for the whole AAM Parameters

As stated in Section III-A, the most important process in the proposed two-stage face alignment method is how to predict the initial values for the whole face-AAM parameters from the estimated values of the inner face-AAM parameters.

For that, we need to seek the relation between the parameters of the inner face-AAM model and the parameters of the whole face-AAM model.

Since the set of the whole facial feature points includes the inner facial feature points, obviously one can argue that the dominant parameters (corresponding to large eigenvalues) of the whole AAM model are highly correlated with those of the inner AAM model, which leads to a relationship between the inner AAM parameters and the whole AAM parameters. Then, we seek the relation in an optimization problem setting as follows.

The inner face-AAM is modeled as follows as the standard AAM (1).

\[
\hat{X} = \hat{S}_0 + \hat{Q}_g \hat{c}
\]

Also, when each image of total M model face images is modeled as the inner face-AAM as the standard AAM (1). Let us denote the parameter vectors as \(c_i\) \((i = 1, \ldots, M)\). Again, when each image of total M model face images is modeled as the whole face-AAM as the standard AAM (1), let us denote the parameter vectors as \(c_i\) \((i = 1, \ldots, M)\). Now, we know that \(c_i\) and \(\hat{c}i\) has a relationship, and we assume that for \(c_i\) and \(\hat{c}i\), the following linear relationship holds.

\[
\hat{c}i = R_{ic} c_i \quad (i = 1, \ldots, M)
\]

If we represent \(\hat{c}i\) \((i = 1, \ldots, M)\) and \(c_i\) \((i = 1, \ldots, M)\) as in matrix form \(C_{new}\) and \(C_{v}\), we have

\[
C_{new} = [\hat{c}_1, \ldots, \hat{c}_M], \quad C_{v} = [c_1, \ldots, c_M]
\]

then, equation (3) can be represented as the following equation.

\[
C_{v} = R C_{new}
\]

Now, one can obtain the optimal matrix \(R^o\) satisfying equation (5) by solving the following optimization problem (6).

\[
R^o = \arg \min \| R C_{new} - C_{v} \|_F
\]

That is, \(R^o\) is the \(R\) which minimizes \(\| R C_{new} - C_{v} \|_F\). After we obtain the parameters \(\hat{c}\) of the inner face-AAM fitting for a new incoming face image, we can predict the initial values \(\hat{c}_0\) for the parameters of the whole face-AAM fitting as follows.

\[
\hat{c}_0 = R^o \hat{c}
\]
The specifications of PC used for our experiments are as follows: Intel Core2Duo Conro E6600 (4MB L2 Cache, 2.4GHz@3.24GHz) and 2GB (DDR2-880) main memory. We used one CPU for our experiment and used Intel C++ compiler 9.1.

B. Experimental Results

For our experiments, we finish face alignment process when fitting error is less than 0.0001, and we decide the case where the all final fitting feature points are within 3 pixels from the true facial feature points as success in face alignment, and otherwise as failure (refer to Fig. 2 and Fig. 3). The processing time measures the interval between the time when all trained data and a test image data is loaded into memory and the time when face alignment process is finished.

The experiment results for the IMM face database are summarized in Table I. Fig. 2 shows two face alignment results: the standard AAM-based face alignment method and our proposed two-stage AAM-based face alignment method.

<table>
<thead>
<tr>
<th>Method</th>
<th>Num. of test images</th>
<th>Success rate (%)</th>
<th>Processing time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard AAM</td>
<td>200</td>
<td>92.0</td>
<td>24.3</td>
</tr>
<tr>
<td>Proposed method</td>
<td>200</td>
<td>95.5</td>
<td>35.4</td>
</tr>
</tbody>
</table>

The experiment results for the domestic face database are summarized in Table II. Fig. 3 shows two face alignment results: the standard AAM-based face alignment method and our proposed two-stage AAM-based face alignment method.

<table>
<thead>
<tr>
<th>Method</th>
<th>Num. of test images</th>
<th>Success rate (%)</th>
<th>Processing time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard AAM</td>
<td>415</td>
<td>84.6</td>
<td>95.7</td>
</tr>
<tr>
<td>Proposed method</td>
<td>415</td>
<td>94.9</td>
<td>175.9</td>
</tr>
</tbody>
</table>

Tables I and II of experiment results show that our proposed two-stage AAM-based face alignment method performs better than the standard AAM-based face alignment. Our proposed method works much better for the domestic face database, which have more complex background than the IMM face database, compared with the IMM face database. That is, the standard AAM may work relatively well for frontal view face images with simple background, but its performance may deteriorate even for the frontal view but with complex background, for which our proposed two-stage AAM-based face alignment method still works well.

The reason why processing time for the domestic DB takes longer than that for the IMM DB is that the experiments for the domestic DB have more modeling parameters, and more facial feature points to detect and use more modeling images, all of which affect processing time, than those for the IMM DB.

V. CONCLUSION

The experiments in this paper shows that the proposed face alignment method using two-stage AAM, which first fits more stable parameters, the inner face-AAM model parameters and then fits less stable parameters, the whole face-AAM model parameters using the stable parameters, works effectively. Current implementation of our proposed method incurs more processing time in face alignment even if it does not cause not more than twice as big as the standard AAM. When we can remove redundancy in using two-stage AAM, the processing time will be reduced.
In the future, we will test the proposed face alignment method using two-stage AAM under more various illuminations, poses, and expressions, and compare it with other prominent face alignment method as in [7, 11, 12].
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