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Abstract—This paper describes a 3D modeling system in Augmented Reality environment, named 3DARModeler. It can be considered a simple version of 3D Studio Max with necessary functions for a modeling system such as creating objects, applying texture, adding animation, estimating real light sources and casting shadows. The 3DARModeler introduces convenient, and effective human-computer interaction to build 3D models by combining both the traditional input method (mouse/keyboard) and the tangible input method (markers). It has the ability to align a new virtual object with the existing parts of a model. The 3DARModeler targets non-technical users. As such, they do not need much knowledge of computer graphics and modeling techniques. All they have to do is select basic objects, customize their attributes, and put them together to build a 3D model in a simple and intuitive way as if they were doing in the real world. Using the hierarchical modeling technique, the users are able to group several basic objects to manage them as a unified, complex object. The system can also connect with other 3D systems by importing and exporting VRML/3Ds Max files. A module of speech recognition is included in the system to provide flexible user interfaces.
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I. INTRODUCTION

WITH the rapid development of hardware technologies, computer graphics has become much more sophisticated and reached to a high level of reality. More than ever, 3D modeling, one of the radical issues of computer graphics, is getting much interest. Nowadays, 3D models are widely used in various areas such as manufacturing, games, animation, and film, etc. To meet needs related to 3D modeling, some 3D graphic systems have already been launched into the global market. The most well-known products are AutoCAD, 3D Studio Max, Maya, Lightwave 3D and Cinema4D. They are powerful tools enabling users to create 3D models visually. However, they still use 2D interaction techniques and lack the use of 3D display techniques. They often decompose 3D design operations into sequences of 2D interface operations. These operations are not direct and intuitive. Moreover, models created by them are not real 3D in some senses because they are totally isolated from the 3D physical world. The users do not have the feeling that they can touch or grasp those virtual models. To address this problem, researchers are focusing on pulling graphics out of conventional displays and integrating them into the physical world. This technology, called augmented reality (AR) [2], is blurring the boundary between the real and the computer-generated graphics by enhancing what humans see, hear, feel and smell.

As soon as AR became an active research area, a lot of effort has been put into the 3D Modeling area. Modeling in AR enables to create 3D models and embed them to the real world. The most interesting aspect is that it brings to the users the illusion of building models in the real world. Many intuitive user interfaces and interactive techniques have been introduced and applied to 3D modeling systems in AR. And the ultimate goal is to make the users more satisfied in creating models. The AR environment is not only a work space for creating model based on tracking techniques but also merges models with the physical world. This provides the vision of how 3D models “live” in the real world. In this paper, a modeling system, named 3DARModeler, is proposed to take those advantages of AR. It can be considered a simple version of 3D Studio Max but in the Augmented Reality Environment. However, we do not wish to develop such a powerful and sophisticated system as 3D Studio Max. The aim of our system is to provide a flexible interface that assists the users in creating 3D models quickly and easily. Targeting non-technical users with minimum requirement of knowledge of computer graphics, modeling techniques as well as hardware devices, we decide to develop a desktop marker-based system with a normal PC camera. Of course, a Head Mounted Display (HMD) can be used, but it is not necessary. The users just need to select basic objects, customize their attributes, and put them together to build a 3D model. Therefore the system would be simple and cheap to setup. The users will interact with the system through the combination of various input approaches: the tangible AR interaction (markers), the verbal interaction, and the traditional interaction (mouse and keyboard).

The 3DARModeler provides most of the necessary functions for a modeling system such as creating a 3D model, applying texture, adding animation, estimating real light sources and casting shadows. With the ability to align a new virtual object with the existed ones, it helps create models...
faster and more precisely. Several objects can be grouped to a unified object by the hierarchical modeling technique. The system can also connect with other 3D systems by importing and exporting VRML/3Ds Max files.

In the rest of the paper, we summarize some previous work in Section 2; after discussing the modeling technique in Section 3, we give an overview of the 3DARModeler in Section 4, and discuss techniques used in developing the system in Section 5; experimental results are presented in Section 6; and Section 7 provides the conclusion for this study and discusses possibilities for future work.

II. RELATED WORK

So far, much work has been done in AR (both indoor and outdoor) to provide more intuitive 3D modeling systems. Construct3D [3], [4] is an intuitive 3D construction tool in AR for 3D geometry education. It requires HMDs, pen and pad props for magnetic tracking, and a 4-camera infrared-optical tracking system. The users interact with the system through a Personal Interaction Panel (PIP), a two-handed 3D interaction tool composed of instrumented hand-help props - a pen and a pad equipped with position and orientation trackers. The users can select various geometries from the PIP, customize their attributes and perform necessary geometry operations. However, the system is expensive, and its setup is complicated, possibly explaining its restricted distribution to only a few technical rooms so far. Individuals could hardly possess one of their own.

City-Planning System [8] is a 3D indoor modeling system based on AR with a tangible interface. The system enables the users to consider city plans more effectively and easily. Based on the concept called tangible user interface, Hirikazu Kato et al. proposes a new direct manipulation of virtual objects. Users hold a transparent cup upside down. Then, they can pick up, move or delete virtual objects. However the system mainly focuses on arranging the positions of 3D objects, no new object can be created.

iiATAR (Immersive Authoring of Tangible Augmented Reality Applications) [5] is a high level toolkit that enables rapid development of AR applications without any programming. The system uses Tangible AR interaction techniques and an authoring method called ‘immersive authoring’. All the interactions with the system are done via markers and some tricks with hand. At first, users would be interested in such tangible interfaces, though over time they will grow weary of wasting time. Moreover, it might be difficult for the users to create 3D models which consist of several components because it does not support any automatic alignment features.

ARpm [6] is a front-end to the commercial system – 3D Studio Max. The system takes screen captures of the 3D Studio Max scene running in the background and overlays the virtual objects over the real camera image. It does not provide any interaction except sending the actual commands to 3D Studio Max.

Tinmith [7], [14] is a technology developed for 3D outdoor modeling in Augmented Reality by Wayne Piekarski and other researchers at University of South Australia. Using this technology they have written a number of applications. One of these is called “Street Furniture”. The users can input virtual objects such as trees, tables, light posts, and other outdoor items. Using the markers on gloves, the users are able to manipulate these objects into expected positions, and then scale and rotate them. This application is useful for performing landscape gardening type tasks. It also allows designers to place virtual objects and see how they look in a given environment before purchasing the actual items.

To the best of our knowledge, there has been no system which addresses enough necessary functions of 3D modeling in AR. Most of the existed systems just demonstrate some specific functions or interactive techniques. Our main purpose is to develop a modeling system which can be widely used, not just in the laboratory. We implement the system keeping the user-oriented approach in mind. That is why we use a cheap camera and a fixed screen display instead of an HMD. We also combine the tangible interaction with the traditional input method such as mouse/keyboard and speech recognition to improve the usability of the system.

III. MODELING TECHNIQUE

Most objects in the real world consist of several parts. Therefore, models created in a computer modeling system are often the combination of various parts. In order to meet this requirement, we define some primitive objects which are generally enough to create 3D models. They will be combined together in order to constitute more complex objects. However, these objects cause problems when they are transformed. An example object is a simple table consisting of a table-top and four legs. Fig. 1.a shows the side view with only two visible legs. Assume that the local origin of each of the five parts (the table-top and the four legs) is located at each cross. Now, the entire table needs rotating around the Z axis. If the parts are rotated individually, each part will rotate around its own local origin, resulting in Fig. 1.b. Even if each part is rotated in the same direction, the placement of each part relative to the others changes because the local origins are located at different points in the space. The similar problem happens when all the parts of the table are scaled.

Therefore, the entire table needs managing as a single, unified object to retain the original relationships among parts while rotating or scaling. In order for this to happen, all the parts of the table must be transformed around a common local
A hierarchical structure should be used to manage a model. It is called hierarchical modeling [9]. Back to the case of the table, we define the whole table to be the top of the structure and the separate parts of the table to be the lower levels of the structure. Then, we can control the table as a unified object.

The hierarchical modeling technique is applied in the 3DARModeler. A model in the 3DARModeler may consist of several groups, and again each group may be the combination of some basic objects.

IV. SYSTEM OVERVIEW

Being a desktop marker based AR system, the 3DARModeler uses ARToolkit version 2.71.3 [1] for augmented reality technique and OpenGL for graphic rendering. The system consists of a main cardboard and four operation markers:

- The main cardboard: This is the main work place where models are built. The cardboard contains multiple markers, so the users can freely interact with models without too much worry about the marker occlusion problem. When at least one marker is visible, the system can still compute the position of the marker set in the camera coordinate system and display models.
- The object marker: a new part of models is created on this marker and added to models on the main cardboard later. Depending on the position of this marker, the system is able to suggest positions where the users wish to put the new object. This makes the system smart and easy-to-use. The object marker is also used in light source estimation.
- The selecting marker: This marker is used to select any objects or groups of a model. All the editing operations are applied to these selected objects. It is also used to create the motion path for animation.
- The two editing markers: Depending on the selected operation, the increasing marker and the decreasing marker increase or decrease the value of objects' attributes. These markers change attributes of objects on both the object marker and the main cardboard.

Besides markers, with a toolbar, a menu system, and verbal command recognition feature, the 3DARModeler provides a flexible and convenient user interface.

In order to create a model, the users either attach a basic object or import a VRML/3DS object to the object marker. Then they can customize attributes of this object such as size, position, orientation, color, transparent level and texture. After the appropriate position is located, the object on the object marker can be placed to the main cardboard. Attributes of this newly added object are still customizable later. Next, the users can copy, move, or delete any parts of the model. To perform any editing operations, the users have to use the selecting marker to select the required objects. Furthermore, the users can group selected objects to manage them as a unified, complex object. Once again, any attributes of this complex object can be customized like any basic objects. Using the 3DARModeler, the users can create a model step by step as if they were dealing with objects in the real world.

V. SYSTEM IMPLEMENTATION

In this section, we would like to discuss the following techniques regarding the implementation of the 3DARModeler.

A. User Interface

In order to provide the most convenient user interface, the 3DARModeler combines both the traditional input devices such as mouse/keyboard with a tangible interface and verbal commands. While the menu system (Fig. 2.b) provides all the system functions, the toolbar (Fig. 2.a) extracts some most frequently used functions from the menu system. Fig. 2.c shows two editing markers in the translation mode.

Because all the users are familiar with the mouse and keyboard, they should continue to use them to do simple tasks like selecting items from the toolbar or menu system and confirming an action. Though input devices like markers and hands are very intuitive, they are occasionally less effective. We can completely replace the menu system with a full graphics menu, and use the selecting marker to select functions. At first, the users would be interested in such a menu, though over time they will grow weary of wasting time for such simple tasks. Therefore, we use both kinds of input interfaces to offer the most effective and convenient system.

There is a problem with the selecting marker. If an object is too small or some objects are very close to each other, overlap each other, using the selecting marker may be not effective. In this case, the users can press the space bar on the keyboard to navigate sequentially object by object. The users also need to use some special keys to change the position of the virtual light sources until the real shadow and the virtual shadow become one.

Besides using those kinds of user interfaces, a speech recognition module is added to the system so that the users can use verbal commands to control the system instead of using mouse/keyboard. This feature is especially useful when the users wish to work in a large space. The Microsoft Speech API 5.1 integrated in Windows is used to implement this function. However, accuracy of speech recognition is not perfect. Two threads are used for speech recognition and command confirmation. This implementation is a little
inconvenient for the users but it ensures that no misunderstanding occurs.

B. Binding Various Virtual Objects to a Marker at Runtime

Normally, in marker based systems, each marker is fixed to a predefined virtual object. This means that the number of markers is proportional to the number of virtual objects whereas the users often work with one object at a time. Therefore, the system allows selecting any built-in primitive objects to attach to a marker at runtime (Fig. 3.a). The users can also browse VRML/3DSMax files on their local computers and attach them to the object marker (Fig. 3.b). With this feature, objects created by other systems can be easily reused.

Currently, the 3DARModeler supports eight types of built-in primitive objects: spheres, cubes, cylinders, cones, triangular prisms, tori, tetrahedrons, and square pyramids (Fig. 3.c). However, with scaling operations on geometry, users can create other geometries such as ellipsoids, cuboids, planes, and lines. These primitive objects are enough to make most models.

By implementing this feature, we reduce the number of markers and make the system flexible and powerful. If the users do not like the built-in objects, they can use their own objects (VRML/3DSMax files) to create models effectively. The users can benefit from this as they do not need to remember which marker to use with a specific object.

C. Customizing Object’s Attributes with Editing Markers

After created, an object should be customizable to constitute various models. Therefore, operations such as translating, rotating, scaling, sizing, coloring and texture mapping are provided. The required operation and active axis can be selected from the toolbar or the menu system (Fig. 4).

Texture mapping is a crucial technique in creating realistic 3D models. Without texture mapping the models would not be aesthetically pleasing. It not only increases the realistic level but also reduces the effort in modeling the real world. That is why special attention to this technique is paid in the 3DARModeler.

All the primitive geometries are redefined with the texture ability because by default OpenGL does not determine any method of texturing for those objects. So that, the users can browse common image formats such as .jpg, .bmp, .gif, .jpeg, .ico, .emf, .wmf, at any size and apply them to individual objects using the mipmapping technique. Fig. 5 shows two models of the earth and a house with textures. Customizing objects’ attributes is an intuitive interaction technique of the 3DARModeler. The users can create a precise model intuitively as they can see the change of any attributes while modifying them.
D. Selecting a Part of a Model

This is a necessary task to provide interactive capabilities. To control or customize attributes of a part of a model, that part must be selected first, like the way we often do in 2D space. However in 3D space, we cannot use a mouse to click on an object like in 2D space. Our solution is to use the selecting marker as a tangible interface for this purpose (Fig. 6). If the selecting marker points to an object for three seconds it will be selected and highlighted with its wireframe (see the earth with its wireframe in Fig. 4).

The problem is how to determine which object is being pointed by the selecting marker. iATAR [5] uses the bounding box to solve this problem. This solution is simple but it does not give much information about the pointed position within the object. In the 3DARModeler, this information is essential for the object alignment feature which is explained in the next section; therefore another method is implemented to address this task. For each kind of object some “hot spots” are defined. Each “hot spot” is a sphere with a certain radius. If the selecting point of the selecting marker is within one of those “hot spots” of an object, that object will be selected (Fig. 6).

The difficulty here is that each marker has its own coordinate system [1] (Fig. 7). We cannot directly use the coordinates of virtual objects attached to different markers to determine whether the selecting point is within the “hot spots”, so we need to convert coordinates of every object to a unique coordinate system. In our cases, the camera coordinate system is used since it is concrete and often fixed. Of course, markers’ or world coordinate systems are also possible. Another problem is that together with the object, the “hot spots” can be changed by translating, rotating, scaling, and resizing operations. Therefore, before converting the coordinates of those “hot spots”, we need to recalculate their coordinates by multiplying them with the proper transformation matrices [10]. Once the coordinates of the “hot spots” are obtained in their marker coordinate systems, they can be presented in the 4x1 vector format for homogeneous transformation. Assume that a vector \( G \) presents the coordinates of a “hot spot” in a 4x1 vector.

When a trained marker is recognized by the camera, the ARToolkit library helps establish the transformation matrix between the marker and the camera coordinate systems. Say it is the 4-by-4 matrix \( T_{hc} \).

We can calculate the coordinates \( C \) of a “hot spot” in the camera coordinate system as:

\[
G^T = \begin{bmatrix} X_h & Y_h & Z_h & 1 \end{bmatrix}
\]

Similarly the coordinates of the selecting point can be converted to the camera coordinate system. The rest of the steps are simple. We simply use the distance formula in analytic geometry and select an \( \epsilon \) to identify whether the selecting point is within any “hot spot”. Assume that \( S(x_s,y_s,z_s) \) is the coordinate of the selecting point and \( G(x_g,y_g,z_g) \) is the coordinate of a “hot spot” in the camera coordinate system. The distance \( d \) between these two objects can be calculated with the formula:

\[
d = \sqrt{(x_s - x_g)^2 + (y_s - y_g)^2 + (z_s - z_g)^2}
\]

If \( d < \epsilon \) then that “hot spot” is being selected and we can identify the selected geometry.

The users can also select multiple objects or deselect an object with the same operation.

E. Aligning a New Component with the Existing Parts of a Model

Normally, all parts of a model must have some relative relationships with each others. This means a new component of the model should be added closely to an existing part of the model. Precisely sensing the position of objects in 3D space is
not easy as it is hard to feel the depth of objects in the real 3D space. So the 3DARModeler provides a convenient feature: position suggestion. Whenever the object on the object marker is close to any existing parts of the model, the system will give a suitable position suggestion. If the users decide to add the object to the suggested position, it is automatically aligned with the existing part. A suggested position depends on the attributes of the virtual object on the object marker and the close part of the model. And it should be correct even after the objects are translated, rotated, and scaled. This feature helps quickly create more precise models.

To address this problem, the 3DARModeler first needs to be able to recognize the “expected part” of the model where the users would like to align the new component with, and then determines a suitable position to align it with the “expected part”. Once again, the approach with “hot spots”, which is described above, is employed. In this case, the new component plays the role of the selecting point. After a “hot spot” is determined to be close to the new component, the “expected part” will be identified. Based on the information of the “hot spot”, the “expected part”, and the new component, a procedure is implemented to align the new components with the “expected part”. Fig. 8 illustrates this feature. In Fig. 8.a, the system suggests that the green cube should be put on the left side of the red cube at the position of the red wireframe, in Fig. 8.b it suggests that the orange sphere should be placed above the green cube, and the Fig. 8.c,d demonstrate how this feature works with transformed objects. This suggestion ability reduces significant users’ effort and time in creating models.

F. Displaying Object’ Attributes

To add a new part to a model, the users may need detailed information about a specified part of the model. So a billboard containing attributes of an object should be shown on the selecting marker when an object is selected. The problem is that the orientation of the selecting marker is not always easy for users to read information. The relative orientation of the selecting marker to the camera need calculating to make sure that this billboard is always in a suitable orientation. The function arGetAngle of the ARToolkit library helps do this by extracting Euler angles from a rotation matrix between any marker and the camera. Fig. 9 shows that the billboard displaying information of the brick block is very easy to read although the selecting marker is at an inconvenient orientation.

G. Grouping Objects to a Unified Complex Object

Grouping is important in the hierarchy modeling technique. With this function the users can create complex objects, save them to a file and add them to any other models later. This function is implemented following the below steps:

1. Determine selected objects
2. Detach the selected objects from the free list
3. Add a new group and attach these objects to this group
4. Assign a new common origin for all the objects in the group

After that, the users can customize any attributes of a group like a primitive object. Of course, the users are able to ungroup a complex object.

In Fig. 10, a simple spaceship is a group of four basic objects: two cones and two spheres. They are scaled down around the Z axis and textures are applied. With copying operation the spaceship is duplicated. Then it is rotated, reduced, and put at another position on the main cardboard. Notice that the spaceship retains its form throughout each of the customizing operations.

H. Editing Operations (Copying/Cutting and Pasting)

Editing operations such as copying, moving, deleting, and pasting are useful for every system. Hirokazu Kato et al [8] implemented these kinds of operations using a cup interface. When the cup covers a virtual object on a table, the virtual object is locked in the cup. Then, all editing operations are applied to that virtual object. Although intuitive, this approach cannot apply to the 3DARModeler as the cup may cover several overlapped objects. Therefore, all the basic editing operations of the traditional system in 2D space are simulated in the 3DARModeler where the object marker plays the role of a clipboard. First, the users select a required object using the selecting marker, and then click on the copy /cut operation on the toolbar or menu system. The copied/cut object will be attached to the object marker and can be moved to any
position with the marker. Finally, this object can be placed back on the main cardboard with the adding operation. These operations are intuitive and simple.

1. Animation

Today, animation is often a part of a modeling system. It enables to build likely models with movements. Although at this stage, the 3DARModeler allows creating only simple animation, the users are able to create animation in a very intuitive and natural way. Animation can be added at two levels: object based and group based. An object can rotate around a certain axis of itself. In addition to rotating around its own axes like an object, a group is able to move along a certain motion path defined by the users. With these animation features, the users can simulate a running car, a clock and a lot more.

To enable a group to move along a motion path, the below steps must be done:
1. Determine the selected group
2. Draw the motion path in 3D space by moving the selecting marker
3. Move the group along the created motion path in each time step.

The speed, at which a group moves along its motion path, depends on how fast the users move their hand while drawing that motion path. It is simple and natural.

![Fig. 11 Groups and their motion paths for animation](image)

**Fig. 11 Groups and their motion paths for animation**

Fig. 11.a, b show two models: a small spaceship and a big one created by the 3DARModeler. Each model has a separate motion path and it moves along its own path while rotating around its Z axis.

J. Light Source Estimation and Shadow

One of the main advantages of AR systems is that virtual objects are immersed in the physical world, co-existed with the real objects. An ideal system should make the users unable to distinguish between virtual and real objects. So the characteristic of the environment like shadow effects must be taken into account. Their shadows need to be logical and appropriate while standing with real objects [12]. To achieve this goal, real light sources are estimated then used to cast the virtual shadows.

Much effort has been put in the real light source estimation area [11], [13]. At this stage, the light sources are estimated semi-automatically by the following steps:
1. Create an exact model of a real object and a draw virtual shadow of the model (Fig. 12.a). Actually a simple model like a cube is enough.
2. Overlap the real object to the virtual model (Fig. 12.b)
3. Manually change the position of the virtual light source until the real shadow and the virtual shadow are collocated (Fig. 12.c)
4. Use the estimated light source to render models

This process can be applied for any numbers of light sources one by one. Currently, the 3DARModeler deals with two different light sources. Because the camera and light sources are often fixed, the users have to perform this task only once. The task is simple while the accuracy is high. The light source positions are estimated in the camera coordinate system, and then they are transformed to the marker coordinate system to render virtual models.

![Fig. 12 Real light source estimation and shadow casting](image)

**Fig. 12 Real light source estimation and shadow casting**

As in Fig. 12.d, the real object is put next to some virtual objects and the shadows look fine on the main cardboard.

![Fig. 13 Advantage of shadow casting](image)

**Fig. 13 Advantage of shadow casting**

The advantage of shadow casting in the 3DARModeler is that shadows provide a better understanding of the relationship between objects’ positions in 3D space. In Fig. 13.a, two cubes have the same values of the y coordinate (the green axis) but the yellow cube is higher than the cyan one. In Fig. 13.b, they have the same values of the z coordinate (the green blue) but different values of the y coordinate. Without any shadows, the users may not know the relative relationship between the two cubes. By looking at Fig. 13.c, d users have better perception. This feature also assists the modeling progress when the users are adding new parts to models step by step as it provide users with a better sense of spatial relationships among parts.
K. File Input/Output, Import/Export

The system allows saving the current model or a part of the model to a file and loading it again later. Saving a part of the model is also a useful idea because the saved parts can be reused for several models. The users can create their own database containing complex objects in specific fields.

The users can also reuse models created by other systems like VRML/3Ds Max. This feature is especially useful. For example, if a user would like to arrange furniture in a room, they can import furniture from existing files and move them freely as if they were dealing with real ones. Notice that all of the imported objects are managed as basic objects, so their attributes can be customized as usual. In this case, the system can be used like a working space for other software.

A whole model or a part of a model can be exported to a VRML file, so they can be imported in other systems like 3D Studio Max. While implementing this function, the significant differences between the Marker’s coordinate system and the VRML’s coordinate system have to be taken into account. Another problem is that the primitive geometries of VRML cannot be used because the origins of object coordinate system of primitive geometries in VRML are different in OpenGL. Therefore, new procedures must be rewritten to generate such VRML’s primitive geometries. Importing and exporting features provide the system with the ability to connect with any systems which support VRML and 3Ds Max files. It is an important feature for the system to be used widely as the users can reuse results and switch among different systems flexibly depending on specific needs.

VI. EXPERIMENTAL RESULTS

A. Pilot Study

To get objective feedbacks from end-users, a pilot user study was seriously carried out. The 3DARMelder were installed on the PC, Intel® Core™2 Quad CPU @2.41 GHz, 1.00 GB of RAM, NVIDIA GeForce 8600 GTS with a VIJE eye 1.3M camera. The system ran stably using around 30MB memory and 30% CPU. The main goal was to evaluate whether the 3DARMelder was easy-to-use, practical and to compare it with the 3D Studio Max in several aspects. The user study’s scenario was divided into three phases:

1. A 10 minute demonstration video was played to explain how to use the system. The video showed how to create a simple animated spaceship like in Fig. 10 and some other functions which were not used in the process of creating the spaceship. The users might pause the video any time to pose questions.

2. The participants themselves worked with the system for 15 minutes with our support.

3. The participants were asked to re-create the spaceship as shown in the video (All the required textures were provided beforehand). The taken time was recorded.

After that the participants were asked to fill in a questionnaire. There were 15 compulsory questions for all participants: 10 about the 3DARMelder and 5 about the AR environment. Participants with experience of the 3D Studio Max needed to answer three other questions. Of course the participants were asked to give any other comments.

The user study ran for 10 days. We announced the study to students in our university on some notice boards. Each participant was required to work with us for an hour.

B. Results and Discussion

After 10 days, 37 participants (12 females and 25 males) took part in the user study. They were both undergraduates and postgraduates of various departments from 19 to 41 years old. 14 of 37 participants had some 3D Studio Max experience; others did not know any 3D graphics system. They all did not know or knew very little about AR before.

The results showed that after 17.5 minutes (on average), the participants could work smoothly with the system. To rate how easy-to-use the system was, five levels (1-Difficult, 2-A little difficult, 3-Fair, 4-Easy, 5-Very easy) were listed. All the operations were rated above 4.0 except 3.1 for the operation of selecting objects with the selecting marker. This is what we anticipated. Reasons are that the viewpoint and orientation of participants’ eyes were a little different from the fixed camera (remember that we do not use an HMD); and the participants had not enough time to have a good spatial feeling. Participants rated the system was interesting (4.5/5.0) and practical (4.0/5.0). On average, it took the participants 18.5 minutes to model the spaceship which consists of two cones and two spheres. It was expected results as all participants were new to the system.

The participants were also asked to evaluate input metaphors (mouse/keyboard versus markers versus verbal command). 33 of 37 participants (90%) preferred the combination of markers and mouse/keyboard. Though intuitive and interesting, markers were a little less effective. Verbal commands encountered problems with pronunciation, command recognition and caused participants a little irritation with confirmation.

Answers for questions about the AR environment reveal that participants were extremely impressed by AR. They had the impression that virtual models were parts of the physical world and they felt they could grasp them. They enjoyed the idea of putting the virtual models at an appropriate position in the real world and observing how they “live” with physical objects. They all agreed that AR environment was very suitable for 3D modeling systems.

Fourteen participants with 3Ds Max experience expressed that the idea of developing a system like 3Ds Max in AR was practical and they expected that. They also gave comparisons between the 3DARMelder and the 3Ds Max in the following characteristics: F1-Intuitive, F2-Easy to use, F3-Suitable for creating simple models, F4-Suitable for creating complex models, F5- Suitable for quickly building a prototype, F6-Suitable for arrangement/planning tasks, F7-Suitable for beginners, non-professional users. The results are shown in the Fig. 13. Obviously, these results supported our goals in developing the 3DARMelder.
All the participants expressed their interest in the proposed 3DARModeler. They especially appreciated the ability of component alignment feature as mentioned in the Section 5.E. However, they also gave some comments for the future work. In some cases they preferred directly entering values in a textbox for object’s attributes than using the editing markers. Using hot keys is also a good idea. Some other features should be provided such as Boolean operations, blending a certain color of textures, etc.

Some participants were so interested in our system that they asked for a copy of the 3DARModeler to install on their computer. Later they sent us some models. We were very surprised at their work. Fig. 14 shows some of them. All the models were created purely by the 3DARModeler without importing any VRML or 3Ds files. And in Fig. 15, we finally used some models to construct a villa containing 5 groups: a house, a tower, a swimming pool, a tennis court and a fence.

VII. CONCLUSION AND FUTURE WORK

In this paper, a comprehensive approach and various techniques for developing a 3D modeling system in AR are described. The primary advantage of using augmented reality in this modeling system is that the users are able to create 3D models as if they were doing in the real world. Interesting and easy-to-use are the other advantages of the system. Setup tasks are simple too. Just run a setup file, print all the marker in the Pattern folder, then turn on a camera, the users can at once work with the AR environment to create 3D models without a lot of computer skills and training. Neither further libraries nor hardware devices are required. We hope that AR systems will be utilized more by a variety of users.

With regard to 3D modeling in Augmented Reality, we have made the following contributions:

- The 3DARModeler brings the conventional and natural way of 3D modeling to Augmented Reality. The users can create a complex model by assembling primitive geometries and grouping them to form a unified object.
- The 3DARModeler combines the tangible interaction approach with the traditional interaction and speech recognition to improve the usability of the system.
- The 3DARModeler provides a flexible method of adding a new part to a model. The users can use built-in objects or import their own objects (VRML/3DsMax files) to create a model. The system can realize the position where users intend to put a new part and give appropriate suggestions.
- The 3DARModeler allows users to customize objects’ attributes in an intuitive and accurate way which is similar to how humans think and act in the real world.
- The 3DARModeler introduces a simple but natural way of making animation in Augmented Reality.
- The 3DARModeler implements simple but effective method for real light source estimation.

With the 3DARModeler, the users are able to quickly design prototypes, models and conveniently express their ideas. The system can also be used in some scenarios like furniture arrangement, color and texture customization to meet user’s specific needs.

The 3DARModeler may also be extended or modified to meet other purposes. An example idea is that it can be used to create books like the BlackMagic Book [15]. 3D contents should be created by the 3DARModeler or VRML/3D Studio Max then added to the main cardboard. Four button (First, Previous, Next, and Last) would be available for the users to navigate the books. Each book would be stored in a file and the main cardboard would display its contents.
3DARModeler lacks a few features for it to become a commercial product as mentioned in Section 1. Convinced by the pilot user study, we plan to continue to improve the system. We believe that the idea of developing a version of 3D Studio Max in AR will be employed in the near future.
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