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Abstract—The log periodogram regression is widely used in empirical applications because of its simplicity, since only a least squares regression is required to estimate the memory parameter, d, its good asymptotic properties and its robustness to misspecification of the short term behavior of the series. However, the asymptotic distribution is a poor approximation of the (unknown) finite sample distribution if the sample size is small. Here the finite sample performance of different nonparametric residual bootstrap procedures is analyzed when applied to construct confidence intervals. In particular, in addition to the basic residual bootstrap, the local and block bootstrap that might adequately replicate the structure that may arise in the errors of the regression are considered when the series shows weak dependence in addition to the long memory component. Bias correcting bootstrap to adjust the bias caused by that structure is also considered. Finally, the performance of the bootstrap in log periodogram regression based confidence intervals is assessed in different type of models and how its performance changes as sample size increases.

Keywords—bootstrap, confidence interval, log periodogram regression, long memory.

I. INTRODUCTION
Long memory processes have emerged as a useful tool to fill the gap between weakly dependent stationary processes and nonstationary integrated processes with a unit root. Long memory processes are characterized by a strong dependence such that the lag-j autocovariances $\gamma_j$ decrease hyperbolically as $j \to \infty$

$$\gamma_j \sim G j^{2d-1}$$

for some finite constant $G$. d is the memory parameter and $a \sim b$ means that $a/b$ tends in the limit to 1. Such processes are usually denoted $I(d)$. For $d > 0$, $\sum |\gamma_j| = \infty$ but stationarity is guaranteed as long as $d < 1/2$ and mean reversion holds for $d < 1$. It is also usually assumed that $d > -1/2$, which warrants invertibility.

Long memory can alternatively and equivalently be defined in the frequency domain. A stationary time series process has long memory if its spectral density function $f(\cdot)$ satisfies

$$f(\lambda) \sim C|\lambda|^{-2d} \quad \text{as} \quad \lambda \to 0, \quad (1)$$

for some positive finite constant C. Under positive long memory, which is the most common case in economic and financial series, the spectral density diverges at the origin at a rate governed by d. If $d > 1/2$ the process is not stationary and, by definition, the spectral density does not exist. However pseudo spectral density functions can be similarly defined (e.g. [1]) with a behavior as in (1).

One issue of main interest in these processes is the estimation of d. There is a large number of different procedures, parametric as maximum likelihood or the asymptotically equivalent Whittle estimation, semiparametric or local as the log periodogram regression, the local Whittle or the average periodogram and nonparametric such as the R/S. Perhaps the most popular is the log periodogram regression estimator (LPE hereafter) originally proposed by [2] and analyzed in detail in [3] and [4]. The LPE is widely used in empirical applications because of its simplicity, since only a least squares regression is required, its good asymptotic and finite samples properties and its robustness to misspecification of the short term behavior of the series. Taking logarithms of the local specification of the spectral density in (1), the LPE (d) is obtained by least squares in the regression

$$\log I_j = a + dX_j + u_j, \quad j = 1, \ldots, m, \quad (2)$$

where $X_j = -2\log \lambda_j$, $a = \log C + c$, $c = 0.577216$ is Euler’s constant, $I_j = (2\pi n)^{-1} \sum_{t=1}^{n} x_t \exp(-it\lambda_j)$ is the periodogram of the series $x_t$, $t = 1, \ldots, n$, at Fourier frequency $\lambda_j = 2\pi j/n$, $n$ is the sample size, $u_j = \log(I_j f(\lambda_j)^{-1}) - c$ and $m$ represents the bandwidth, that is the number of
frequencies used in the estimation. For the asymptotics, this bandwidth has to increase with $n$ but at a slower rate such that the band of frequencies used in the estimation degenerates to zero and the local specification in (1) remains valid. [3] and [4] proved the consistency of $\hat{d}$ in the stationary and invertible region $-0.5 < d < 0.5$, and obtained its limit distribution

$$\sqrt{m}(d - \hat{d}) \overset{d}{\rightarrow} N\left(0, \frac{\pi^2}{24}\right).$$  

(3)

Reference [1] showed that the consistency holds even in the nonstationary region $[0.5, 1)$ and the same limit distribution remains valid for $d \in [0.5, 0.75)$. Consistency is preserved in the unit root case $d = 1$ with a mixed normal limit distribution ([5]) but the LPE is inconsistent for $d > 1$ ([6]). For similarities with the local Whittle estimator, the asymptotic distribution of the LPE for $d \in [0.75, 1)$ is expected to be non normal and non pivotal depending on $d$ ([7]).

In practice the choice of the bandwidth is crucial, a large $m$ decreases the variance at the cost of a higher bias which can be extremely large in some situations, for example in the presence of some short term component such as those analyzed below. The choice of an optimal bandwidth is not a simple task. Some attempts have been made in [8], who proposes to estimate the bandwidth together with the rest of parameters by minimizing the contrast function, [9] who propose an adaptive LPE, and [10] with a plug in version of an optimal bandwidth in an asymptotic mean squared error sense. However, the performance of all these procedures is not very satisfactory and the results for a grid of bandwidths are usually shown in empirical applications.

The log-periodogram estimation of the memory parameter in economic series raises the problem of the small sample size since many economic time series consist of low frequency, monthly ([11]), quarterly ([12] and [13]) or even yearly ([12] and [13]) data. Furthermore, if the series shows a rich spectral behavior around the origin the bandwidth has to be low enough to avoid a large bias in the estimation of $d$ ([14]). Also the strong seasonality in many quarterly and monthly economic series compels the use of a small bandwidth to avoid distorting influence of neighbouring seasonal spectral poles ([15]). As a result the number of frequencies used in the estimation is small and, as noted in [16], the asymptotic distribution in (3) is a poor approximation of the small sample distribution of $\hat{d}$. In this situation, the bootstrap could be a useful tool to make inference without relying on the asymptotic probability distribution.

The application of the bootstrap to approximate the distribution of some statistics of a long memory series $x_t$, $t = 1, 2, ..., n$, has primarily focus on generating bootstrap samples of the series to get the bootstrap distribution of a statistic $T(x_1, ..., x_n)$ (usually an estimator of $d$ or a $t$-statistic). This has been done by a plug-in parametric bootstrap ([17]), by a pre-whitening and re-coloring bootstrap either in the time domain ([18]) or in the frequency domain ([19]), or bootstrapping directly the periodogram ([20]). In the LPE setup the bootstrap is carried out previously to the definition of the regression model (2) and the bootstrapped dependent variable is then the logarithm of the periodogram of the bootstrap samples. Reference [21] proposed instead to bootstrap directly the residuals in the regression (2) avoiding in that way the necessity to deal with the temporal dependence of $x_t$ with the corresponding computational savings and robustness against misspecification. We focus here in this last approach and analyze the implementation of different bootstraps on the coverage of confidence intervals.

As already mentioned, the LPE can be highly biased in the presence of some weak dependent component. Reference [22] shows that an autoregressive or moving-average component in an ARFIMA model can seriously distort the estimation of the memory parameter with a large bias. The source of the bias is the effect of these short memory components on the spectral behavior around frequency zero such that the approximation (1) is only reliable for frequencies very close to the origin. This weak dependence, not considered in the regression in (2), affects the behavior of $u_t$ such that it shows some remaining structure. To try to capture this structure we consider a version of the local bootstrap of [23], applied also in a similar long memory context by [20], and compare its performance with the nonparametric residual and block bootstrap. Contrary to the local bootstrap that maintains the global structure of the residuals, the block bootstrap, designed for time dependent data, conserves the local or neighbouring structure by bootstrapping different overlapping blocks. We are also concerned with the effects of the bias in the LPE and evaluate the capacity of different bias corrections usually employed in the bootstrap literature, namely the Bias Corrected (BC) percentile of [24], the accelerated Bias Corrected (BC$_a$) percentile [25] and the Constant Bias Correcting (CBC) estimator of [26]. In addition the bootstrap-t method of [24], which implicitly includes a bias adjustment, is also examined.

The paper is organized as follows. Section II describes the different bootstrap procedures that we analyze in the Monte Carlo in Section III. Finally Section IV concludes.

II. DIFFERENT BOOTSTRAP PROCEDURES IN LPE

The bootstrap, first introduced by [27], is an important tool for statistical inference to approximate standard errors of estimators, confidence intervals or $p$-values for test statistics, especially in complicated models. The implementation of the bootstrap relies on using the original sample as if it were a population to generate pseudo data. New samples, bootstrap samples, are then obtained resampling from it. Therefore, the bootstrap is usually interesting to approximate the asymptotic distribution of a statistic in complicated models or an unknown finite sample distribution when the asymptotic distribution does not resembles the finite sample counterpart.

Here the bootstrap to calculate confidence intervals for the LPE that improve standard confidence intervals based on the asymptotic distribution in a small sample size situation is used. We focus on a bootstrap in a regression context, using the LPE regression (2). There are two general bootstrap based regression methods: The cases resampling or pairs bootstrap considers the regressors as random covariates, changing from sample to sample, whereas the model based resampling or residual bootstrap takes the regressors as fixed. We use here a
nonparametric residual bootstrap since the regressor is based on non stochastic Fourier frequencies and we do not assume any probability distribution for the error term in the regression model, involving a nonparametric resampling of the residuals.

In this section the three nonparametric bootstrap procedures that are considered competitive to replicate the finite sample distribution of the LPE are described. In all of them, after obtaining the OLS estimated coefficients, the \( \hat{u}_j \) residuals are rescaled to account for the leverages of the observations, since even when the errors are homoscedastic, the residuals have variances that depend on those leverages. Therefore the modified residuals are resampled.

A. Residual bootstrap (RB)

The appropriate performance of this simple bootstrap in the LPE context over other procedures, such as the wild bootstrap, has been discussed in [21]. The residual bootstrap for the log periodogram follows these steps:

1) Obtain the LPEs, \( \hat{a} \), \( \hat{d} \), by least squares in the regression (2) and the residuals \( \hat{u}_j = \log I_j - \hat{a} - \hat{d}X_j \). Construct the modified residuals \( \hat{v}_j = \hat{u}_j/(1 - h_j)^{1/2} \) ([28]), where \( h_j = [X'X]^{-1}X'X_{jj} \) and \( X \) is the matrix with columns the regressors in (2), that is 1 and \( X_j \), ensuring in that way constant variances of \( \hat{v}_j \) if the disturbances \( \hat{u}_j \) were homoscedastic.

2) Resampling with replacement from the modified residuals \( \hat{v}_j \), and giving equal probability \( 1/m \) to every residual, get \( B \) bootstrap samples \( \hat{v}^*_b \), \( b = 1, 2, ..., B \) and \( j = 1, ..., m \). Using the empirical distribution function of the residuals and based on model (2) we obtain the corresponding bootstrap dependent variable log \( I^*_b = \hat{a} + dX^*_j + \hat{v}^*_b \).

3) Fit the regression model (2) in each bootstrap sample to obtain the \( B \) bootstrap estimates \( \hat{d}^*_b \), \( b = 1, ..., B \).

B. Residual local bootstrap (RLB)

The RB implicitly assumes that the errors do not have any structure and their behavior approximate an iid sequence. This can be quite unrealistic, especially when the long memory series contains also a short memory component. We propose here a version of the local bootstrap ([23]) that tries to capture the structure of the errors by bootstrapping only in a neighborhood of each observation. It follows these steps:

1) Step 1 in the RB.
2) Select a resampling width \( k_m \in N, k_m \leq \lfloor m/2 \rfloor \) for \( \lfloor \cdot \rfloor \) denoting "the integer part of."
3) Define i.i.d. discrete random variables \( S_1, ..., S_m \) taking values in the set \( \{0, \pm 1, ..., \pm k_m\} \) with equal probability \( 1/(2k_m + 1) \).
4) Generate \( B \) bootstrap series \( \hat{v}^*_b \) if \( |S_j| > 0, \hat{v}^*_b = \hat{v}_i \) if \( j + S_j = 0 \) for \( b = 1, 2, ..., B \) and \( j = 1, ..., m \).
5) Generate \( B \) bootstrap samples for the dependent variable log \( I^*_b = \hat{a} + dX^*_j + \hat{v}^*_b \) for \( b = 1, 2, ..., B \) and \( j = 1, ..., m \).
6) Fit the regression model (2) in each bootstrap sample to obtain the \( B \) bootstrap estimates \( \hat{d}^*_b \), \( b = 1, ..., B \).

C. Residual block bootstrap (RBB)

The local bootstrap attempts to conserve the global structure of the residuals by resampling locally in a neighborhood of each residual. On the contrary, the block bootstrap tries to maintain the local structure of the residuals by resampling blocks of observations. The idea of the block bootstrap is similar to the iid nonparametric bootstrap, both resampling observations with replacement. But instead of resampling single observations, the block bootstrap resamples blocks of consecutive observations. Different versions of block bootstrap have been proposed. We use here the moving blocks bootstrap proposed by [29] and [30], which has better properties than the version of non overlapping blocks ([31]).

1) Step 1 in the RB.
2) Select the block size \( l \) and obtain \( m - l + 1 \) overlapping blocks of consecutive modified residuals of length \( l \).
3) Select \( (m/l) \) blocks resampling with replacement from the \( m - l + 1 \) overlapping blocks, that is, giving probability \( 1/(m - l + 1) \) to each overlapping block, and concatenating these blocks to obtain the bootstrap sample of modified residuals of size \( m \).
4) Generate \( B \) bootstrap samples for the dependent variable log \( I^*_b = \hat{a} + dX^*_j + \hat{v}^*_b \) for \( b = 1, 2, ..., B \) and \( j = 1, ..., m \).
5) Fit the regression model (2) in each bootstrap sample to obtain the \( B \) bootstrap estimates \( \hat{d}^*_b \), \( b = 1, ..., B \).

These bootstrap techniques are used to construct confidence intervals trying to improve the coverage of confidence intervals based on the asymptotic distribution defined as

\[
I_{1-\alpha} = \left( \hat{d} - z_{1-\alpha} se(\hat{d}) \right)
\]

where \( se(\hat{d}) \) is the OLS estimate of the standard error and \( z_\alpha \) indicate de 100 \( \cdot \) \( \alpha \)th percentile of a \( N(0,1) \) distribution. The use of the OLS standard error \( se(\hat{d}) \) instead of the asymptotic variance in (3) has proved to significantly improve the finite sample coverage probabilities.

For each of the three bootstrap resampling strategies we consider five different classes of bootstraps confidence intervals for the memory parameter: the percentile interval (P), the constant bias correction percentile interval (CBC), the bias corrected interval (BC), the accelerated bias corrected interval (BCA) and the bootstrap-t interval (b-t).

1) The basic percentile method (P), proposed by [27], considers the existence of some monotonic transformation of the parameter \( \hat{d}, \phi = g(d) \), verifying

\[
\hat{\phi} - \phi \sim N(0, \sigma^2)
\]

has the advantage of its simplicity because it does not require knowledge of the parameters defining the (possibly unknown) distribution of the statistic of interest. This method does not require of knowing of a \( \sigma \) parameter or the normalizing function of the parameter \( \phi \). The (1 - \( \alpha \)) percentile interval first is calculated for \( \phi \) and then transform this back to the \( \hat{d} \) scale. The (1 - \( \alpha \)) percentile interval is defined as

\[
I_{1-\alpha} = \left( \hat{d}^{(1/(B+1)(\frac{1}{2}))} \right)
\]

\[
I_{1-\alpha} = \left( \hat{d}^{(1/(B+1)(1-\frac{1}{2}))} \right)
\]
where the $\hat{d}_{(j)}^*$ denotes the $j$th ordered value of the bootstrap estimates of $d$. So we estimate the $\alpha/2$ percentile by the $(B+1)(\frac{\alpha}{2})$ ordered value of $\hat{d}^*$. We choose a $B$ value such that $(B+1)(\frac{\alpha}{2})$ is an integer. For the percentile method to work well we need $\bar{d}$ to be an unbiased estimator of the memory parameter. But this does not usually happen. Next we consider different alternatives that try to handle this possible bias.

2) Reference [26] proposed a method for reducing the finite sample bias of consistent estimators using a pre-bootstrap estimation of the bias. The constant bias correcting (CBC) estimator is obtained as $\hat{d} = \hat{d} - \hat{b}$ where $\hat{b}$ is a bootstrap estimate of the finite sample bias of $\hat{d}$. This bias correction is adequate when the bias function does not depend on $d$, which is the case, at least asymptotically, for the LPE in many long memory models [4]. The bias is estimated in a prior bootstrap as

$$\hat{b} = \frac{1}{B} \sum_{b=1}^{B} \hat{d}_b^* - \bar{d}$$

where $\hat{d}_b^*$ is the LPE obtained in the bootstrap sample $b$ out of $B$ replications. With this correction the confidence interval is obtained as in the basic percentile with the estimates of $d$ in each bootstrap replication corrected with the bias estimate $\hat{b}$

$$I_{1-\alpha} = \left( \hat{d}^*_{(B+1)(\frac{\alpha}{2})} ; \hat{d}^*_{(B+1)(1-\frac{\alpha}{2})} \right)$$

In fact, for each bootstrap replication a bootstrap bias correction should be applied resulting in a double bootstrap. However, this approach would be computationally infeasible in our Monte Carlo and we instead use the same bias estimate for every bootstrap replication in a bootstrap after bootstrap procedure ([32]).

3) In order to improve the coverage probability of the basic percentile interval [24] introduced the bias-corrected (BC) percentile. This method, as in the basic percentile one, based on the existence of some monotonic function $\phi = g(d)$, but in this case considering the possibility of bias by introducing a bias parameter $k_0$ in the distribution of the statistic of interest.

$$\hat{\phi} - \phi \sim N(-k_0\sigma, \sigma^2) \Rightarrow \hat{\phi} - \frac{\phi}{\sigma} \sim N(-k_0, 1)$$

The confidence interval is then constructed as

$$I_{1-\alpha} = \left( \hat{d}^*_{(B+1)(\frac{\alpha}{2})} ; \hat{d}^*_{(B+1)(1-\frac{\alpha}{2})} \right)$$

where

$$\hat{\alpha} = \Phi (2k_0 + z_{\frac{\alpha}{2}}) \quad \text{and} \quad 1 - \hat{\alpha} = \Phi (2k_0 + z_{1-\frac{\alpha}{2}})$$

$\Phi$ is the standard normal cumulative distribution function and $k_0$ is the bias-correction parameter that can be estimated as

$$k_0 = \Phi^{-1}\left( \frac{\alpha}{B} \left\{ \hat{d}^* < \hat{d} \right\} \right)$$

where $\left\{ \hat{d}^* < \hat{d} \right\}$ represents the number of bootstrap estimates $\hat{d}^*$ smaller than $\hat{d}$. This method improves the performance of the percentile method in non symmetric situations. However if the distribution of $\hat{d}^*$ is symmetric about $\bar{d}$, then $k_0 = 0$ and P and BC confidence intervals are the same.

4) The accelerated bias-corrected (BCa) percentile method of [25] accounts also for some unknown monotone transformation $\phi = g(d)$, some unknown bias factor $k_0$ and some unknown skewness or acceleration correction factor $s$ so that

$$\hat{\phi} - \phi \sim N(\phi - k_0\sigma(\phi), \sigma^2(\phi))$$

where, now, instead of considering a constant $\sigma$, we have the possibility of changing with $\phi$, $\sigma(\phi) = 1 + s\phi$, such that bias and variance can depend on it. The BCa confidence interval is defined as

$$I_{1-\alpha} = \left( \hat{d}^*_{(B+1)(\frac{\alpha}{2})} ; \hat{d}^*_{(B+1)(1-\frac{\alpha}{2})} \right)$$

where

$$\hat{\alpha} = \Phi \left( k_0 + \frac{k_0 + z_{\frac{\alpha}{2}}}{1 - s(k_0 + z_{\frac{\alpha}{2}})} \right)$$

and

$$1 - \hat{\alpha} = \Phi \left( k_0 + \frac{k_0 + z_{1-\frac{\alpha}{2}}}{1 - s(k_0 + z_{1-\frac{\alpha}{2}})} \right)$$

If the shape, or skewness, of the probability distribution of $\hat{d}$ does not change when $d$ varies, the acceleration parameter $s$ takes a value of zero and this confidence interval will be equal to the BC confidence interval. In addition, if the $k_0$ parameter is zero we are in the basic percentile case. Although the bias constant $k_0$ is estimated as in the BC, the acceleration parameter $s$ is not easy to estimate and different ways have been proposed. In this paper, we use the estimate of [33], adequate for regression models like (2)

$$\hat{s} = \frac{1}{6m^{1/2} \hat{\sigma}^2 \hat{S}_{xx}^{3/2}} \sum_{j=1}^{m} \hat{u}_j^2 \sum_{j=1}^{m} X_j^3$$

where $\hat{\sigma}_u^2 = \sum_{j=1}^{m} \hat{\sigma}_j^2$ and $S_{xx} = \sum_{j=1}^{m}(X_j - \bar{X})^2$.

5) The percentile-t or bootstrap-t method ([24]) is based on a studentized pivot, in this case: $t = \frac{\hat{d} - \hat{d}^*}{\hat{\sigma}^*}$.

Applying the percentile method to the $t$ statistic the estimates of the required percentiles are obtained. The resulting $(1 - \alpha)$ confidence interval is

$$I = \left( \hat{d} - \hat{\sigma}^* \cdot \hat{t}_{(B+1)(\frac{\alpha}{2})}^* ; \hat{d} - \hat{\sigma}^* \cdot \hat{t}_{(B+1)(1-\frac{\alpha}{2})}^* \right)$$

where the bootstrapped $t$ statistics are $t^* = \frac{\hat{d} - \hat{d}^*}{\hat{\sigma}^*}$. A bias correction is implicit in the definition of the $t^*$ statistic. In a general context, the main disadvantage of this method is the necessity of an estimate of the
standard error of the parameter. However, in this case, the estimate of the standard error of the parameter is easily obtained as 

$$\hat{se}(d) = \left(\frac{\sigma_d^2}{\sum_{j=1}^{m}(X_j - \bar{X})^2}\right)^{1/2}.$$ 

For a more detailed description of these and other bootstrap resample procedures and confidence intervals see, for example, [34], [33] or [35].

### III. MONTE CARLO SIMULATION STUDY

The performance of the bootstrap in LPE based confidence intervals is assessed in three different type of models:

- **Model 1**: $(1 - 0.9L)(1 - L)^d x_t = \varepsilon_{1t}$
- **Model 2**: $(1 - 0.3L)(1 - L)^d x_t = \varepsilon_{1t}$
- **Model 3**: $x_t = \pi^{-1}(1 - L)^{-d}\varepsilon_{1t} + \varepsilon_{2t}$

where $L$ is the lag operator ($Lx_t = x_{t-1}$), $\varepsilon_{1t}$ and $\varepsilon_{2t}$ are independent standard normal series and $d \in (0, 0.4, 0.8)$. For $d = 0$ the series are short memory such that the spectral density function is positive, bounded and continuous at every frequency. The value $d = 0.4$ corresponds to a stationary long memory series with a spectral density diverging at the origin. For $d = 0.8$ the series is nonstationary and mean reverting. Note that in this case the asymptotic distribution in (3) does not apply and the LPE, although consistent, has a nonnormal limit distribution that depends on $d$ (non pivotal).

The first two models belong to the ARFIMA class and have a spectral (pseudospectral in the nonstationary case) density function

$$f(\lambda) = \frac{1}{2\pi} \frac{|2\sin(\frac{1}{2}\lambda)|^{-2d}}{|1 - \phi e^{-i\lambda}|^2} \sim \frac{1}{2\pi(1 - \phi^2)}|\lambda|^{-2d} \quad \text{as} \quad \lambda \to 0$$

for $\phi = 0.9, 0.3$ in Models 1 and 2 respectively. Both include an $AR(1)$ short memory component with moderate (Model 2) and high (Model 1) dependence that gives rise to a bias in the LPE if a large bandwidth is used, especially in Model 1. Model 3 is a long memory series perturbed by an added noise with a long run noise to signal ratio $\pi^2$. These models have gained recently great interest in the econometric modeling since it encompasses many economic and financial series (e.g. [36] and [37]). In Models 1 and 2 the asymptotic bias of the LPE does not depend on $d$. However, in Model 3 the asymptotic bias is a function of $d$ (38) such that the CBC should perform worse. The bias in this class of models is also very high if a large bandwidth is used.

Since the bootstrap is essentially beneficial with a low sample size, we only consider $n = 128$, which is comparable to the number of observations in many economic series as those analyzed in the next section. For each model three bandwidths are considered $m = 5, 10$ and $20$. For the local bootstrap we use different resampling widths $k_m = 2$ (for $m = 5$), $k_m = 2, 4$ (for $m = 10$) and $k_m = 2, 4, 8$ (for $m = 20$) and the block bootstrap is analyzed with blocks of length 5 (for $m = 10$) and 5, 10 (for $m = 20$), which are similar to the lengths of the blocks in the local bootstrap. Since the results are very sensitive to the choice of the bandwidth we also consider the plug-in optimal bandwidth proposed by [10] and defined as $m^* = Cn^{-1/5}$ for

$$\hat{C} = \left(\frac{27}{128\pi^2}\right)^{1/5} K^{-2/5}$$

where $K$ is obtained as the third coefficient in an ordinary linear regression of $\log I_f$ on $(1 - 2\log j, j^2/2)$ for $j = 1, 2, ..., 4n^s$, with $4/n < \delta < 1$ and $A$ an arbitrary constant. Following [10], we use $\delta = 6/7$ and $A = 0.25$. Note that this optimal bandwidth is only consistent for Models 1 and 2 in the stationary region, but we use it also in the rest of cases for illustrative purposes. In practice $m^*$ is obtained as the median of the optimal bandwidths in 1000 series generated in each model. The use of the median instead of the mean avoids the distorting effect of extreme cases. We get in this way $m^* = 12, 13$ and 12 for Models 1, 2 and 3 respectively. The optimal bandwidth is quite robust to different values of $d$ (for large $d$ the optimal bandwidth differs at most one unit from the corresponding optimal bandwidth for low $d$) and we use the same $m^*$ for all $d$. Due to the poor performance of the RBB, only the RB and RLB (with $k_m = 2, 4$ and 6) are analyzed for $m^*$. The number of bootstraps is $B = 999$ which is large enough for the calculation of confidence intervals ([34]).

The number of simulations is 1000.

### TABLE I

**LPE 95% CONFIDENCE INTERVALS COVERAGE FOR $m = 5$**

<table>
<thead>
<tr>
<th>Bandwidth</th>
<th>RB</th>
<th>P</th>
<th>CBC</th>
<th>BC</th>
<th>BCa</th>
<th>b-t</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.0</td>
<td>92.3</td>
<td>88.2</td>
<td>90.1</td>
<td>89.5</td>
<td>89.3</td>
<td>89.3</td>
</tr>
<tr>
<td>6.0</td>
<td>90.9</td>
<td>89.2</td>
<td>90.5</td>
<td>89.7</td>
<td>89.3</td>
<td>89.5</td>
</tr>
<tr>
<td>12.0</td>
<td>89.5</td>
<td>88.2</td>
<td>90.0</td>
<td>89.3</td>
<td>88.9</td>
<td>89.0</td>
</tr>
<tr>
<td>20.0</td>
<td>88.2</td>
<td>87.1</td>
<td>88.6</td>
<td>88.0</td>
<td>87.8</td>
<td>87.8</td>
</tr>
</tbody>
</table>

**Notes:**
- $B$ = 999
- The results are very sensitive to the choice of the bandwidth
- The number of simulations is 1000
- The optimal bandwidth differs at most one unity from the corresponding optimal bandwidth for low $d$.
- The optimal bandwidth is quite robust to different values of $d$ (for large $d$ the optimal bandwidth differs at most one unit from the corresponding optimal bandwidth for low $d$) and we use the same $m^*$ for all $d$. Due to the poor performance of the RBB, only the RB and RLB (with $k_m = 2, 4$ and 6) are analyzed for $m^*$. The number of bootstraps is $B = 999$ which is large enough for the calculation of confidence intervals ([34]).
The different bias correction techniques are only slightly beneficial in Model 1 with a large bandwidth where the bias of the LPE is especially large. The BC and BCA give better results in terms of coverage frequencies than the CBC and the basic percentile. The bias correction, the acceleration bias corrected, and the residual block bootstrap with block length \( b \) should be accompanied by a small \( k \) for a larger bandwidth. Thus a larger \( k \) can be chosen when the optimal bandwidth is suggested a value of \( k_{\text{opt}} \). Reference [20].

The model bandwidth depends on the choice of the resampling width \( k_{\text{opt}} \). Reference [20] suggested a value of \( k_{\text{opt}} = 1 \) or 2. These values can be too small when the short memory component is of lesser importance and a larger \( k_{\text{opt}} \) gives better results in these cases. An excessively large \( k_{\text{opt}} \) can however be harmful in those cases where the estimator is subject to bias. For \( k_{\text{opt}} \), the model with lesser importance and a larger \( k \) be too small when the short memory component is of lesser importance.

### Table II

<table>
<thead>
<tr>
<th>Model</th>
<th>( k )</th>
<th>( T )</th>
<th>( d )</th>
<th>( m )</th>
<th>( T \text{PE} )</th>
<th>( 95% \text{ LPE} )</th>
<th>( 95% \text{ HPE} )</th>
<th>( 95% \text{ LPE} )</th>
<th>( 95% \text{ HPE} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBC</td>
<td>0.9</td>
<td>0.2</td>
<td>0.4</td>
<td>0.8</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>BC</td>
<td>0.9</td>
<td>0.2</td>
<td>0.4</td>
<td>0.8</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>BCA</td>
<td>0.9</td>
<td>0.2</td>
<td>0.4</td>
<td>0.8</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>RBB(5)</td>
<td>0.9</td>
<td>0.2</td>
<td>0.4</td>
<td>0.8</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
</tbody>
</table>

### Table III

<table>
<thead>
<tr>
<th>Model</th>
<th>( k )</th>
<th>( T )</th>
<th>( d )</th>
<th>( m )</th>
<th>( T \text{PE} )</th>
<th>( 95% \text{ LPE} )</th>
<th>( 95% \text{ HPE} )</th>
<th>( 95% \text{ LPE} )</th>
<th>( 95% \text{ HPE} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBC</td>
<td>0.9</td>
<td>0.2</td>
<td>0.4</td>
<td>0.8</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>BC</td>
<td>0.9</td>
<td>0.2</td>
<td>0.4</td>
<td>0.8</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>BCA</td>
<td>0.9</td>
<td>0.2</td>
<td>0.4</td>
<td>0.8</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>RBB(5)</td>
<td>0.9</td>
<td>0.2</td>
<td>0.4</td>
<td>0.8</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
<td>0.75</td>
</tr>
</tbody>
</table>

The results obtained with the local bootstrap are generally better than the results obtained with the block bootstrap, especially in the case of a large bandwidth. The local bootstrap is therefore recommended when a large bandwidth is used.
the optimal bandwidths in table IV we found that a value around $k_{\text{opt}}$ is 4 is adequate.

- The optimal bandwidth of [10] is obtained by minimizing an asymptotic approximation of the mean squared error of the LPE but need not give the best coverage frequencies. This is the case in Models 1 and 3 where the bias component is especially large and better coverage frequencies are achieved with a lower bandwidth than the optimal $m^*$ in table IV.

- Overall the basic and local residual bootstrap-t give the best performances. Table V displays the outcome obtained with the asymptotic distribution and the RB and RLB bootstrap-t with the values of $m$ and the resampling width $k_m$ that give the best coverage frequencies. Note that the optimal bandwidth $m^*$ does not generally correspond to the best performance. The improvements of the bootstrap over the asymptotic distribution are significant.

Although in the LPE context bootstrap is specially beneficial with low sample sizes, it is also interesting to analyze how its performance changes as sample size increases, in order to learn about the asymptotic behaviour. Fig. 1 shows the coverage frequencies, in percentages over 1000 replications, of 95% confidence intervals based on the asymptotic distribution and the basic and local residual bootstrap-t in Model 1 with sample sizes $n = 64, 128, 256, 512$ and 2048 and bandwidths of the closest integer number larger than $n^{0.4}$. $m = 6, 7, 10, 13$, and 22 respectively. These bandwidths are lower than the values given in the proposal by [10] -around 7, 12, 20, 31 and 38- and are adequate for purposes of comparison. The resampling width is $k_m = 2$ for $n = 64, 128$, $k_m = 4$ for $n = 256, 512$ and $k_m = 8$ for $n = 2048$. In all cases the confidence approaches the nominal 95% confidence level as the sample size increases, with the bootstrap coverages always closer to the nominal confidence level. The lengths of the intervals (not reported but available upon request) decrease as expected with sample size and, as before, are larger for the bootstrap proposals, indicating that confidence intervals wider than the asymptotic intervals are required to approximate the nominal confidence level.

IV. CONCLUSION

This paper shows the improvements of some residuals based nonparametric bootstrap strategies over the asymptotic distribution of the LPE in the construction of confidence intervals with a small sample size. It is noteworthy the crucial role played by the choice of the bandwidth. The coverage frequencies and length of the confidence interval vary significantly with $m$ and an appropriate $m$ should be selected as a first step. Whereas the performance of the RBB is quite poor, the RB and the RLB bootstrap-t seems to perform well with an appropriate selection of the resampling width. We have proposed a rule of thumb for approximate selection of the resampling width of the RLB linked to the optimal bandwidth estimation of [10], a high optimal bandwidth requires a high

<table>
<thead>
<tr>
<th>TABLE IV</th>
<th>LPE 95% CONFIDENCE INTERVALS COVERAGE FOR OPTIMAL BANDWIDTH $m^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>m</td>
<td>48</td>
</tr>
<tr>
<td>$\text{cov}$</td>
<td>94.3</td>
</tr>
<tr>
<td>$\text{amp}$</td>
<td>1.06</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE V</th>
<th>BEST RESULTS FOR COVERAGE FREQUENCIES WITH ASYMPTOTIC DISTRIBUTION AND BOOTSTRAP-t</th>
</tr>
</thead>
<tbody>
<tr>
<td>m</td>
<td>48</td>
</tr>
<tr>
<td>$\text{cov}$</td>
<td>94.3</td>
</tr>
<tr>
<td>$\text{amp}$</td>
<td>1.06</td>
</tr>
</tbody>
</table>
Further analysis in these setups is however required.
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