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Abstract—Machine Translation (MT) between the Thai and English languages has been a challenging research topic in natural language processing. Most research has been done on English to Thai machine translation, but not the other way around. This paper presents a Thai to English Machine Translation System that translates a Thai sentence into interlingua of a Thai LFG tree using LFG grammar and a bottom up parser. The Thai LFG tree is then transformed into the corresponding English LFG tree by pattern matching and node transformation. Finally, an equivalent English sentence is created using structural information prescribed by the English LFG tree. Based on results of experiments designed to evaluate the performance of the proposed system, it can be stated that the system has been proven to be effective in providing a useful translation from Thai to English.
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I. INTRODUCTION

There are many languages in our world that may be dissimilar or different in their word order and phrasal structures but still share the same functional vocabulary such as subject, object and so on. The basic sentences of all languages consist of Subject (S), Verb (V) and Object (O). The syntax patterns of a sentence can be classified into six types, i.e., SOV, SVO, VSO, VOS, OVS and OSV. Both the Thai and English languages fall into the SVO category.

The properties of the Thai language are as follows [10]. First, it is a single word language. Second, each word has a complete, self-contained meaning and some may have several meanings. To verify the meaning of a word its position in a sentence must be considered. Third, the word order is very important as it indicates the part of speech of the word. Lastly, a word may be augmented or modified by another word indicating gender, number of nouns, tense or mood of verb. LFG (Lexical functional grammar) [6] was developed by Joan Bresnan and Ronald Kaplan to study several aspects of linguistic structure and how they interrelate. Our machine translation system uses only two LFG-structures, namely Functional structure (f-structure) and Constituent structure(c-structure). The system is designed into four phases, as depicted in Fig.1

II. THE DESIGN AND PROCESS OF THE SYSTEM

The system is designed into four phases, as depicted in Fig.1

A. First phase: Thai syntactic analysis

This phase performs a syntactic analysis on a given Thai sentence using LFG grammar. GFU-LAB [7], which is a software package developed for syntactic analysis using lexical functional grammar, was modified to support Thai language, from nested list structure. The Left-corner bottom up parsing technique is used in the analysis. The analysis requires two sets of information as follows,

1) Thai LFG grammar rules

To develop Thai LFG grammar rules [11]-[14]-[15], about 200 Noun phrases, verb phrases, preposition phrases and simple sentences from Orchid Corpus were analyzed using IC (Immediate constituent) theory. Each phrase or sentence is repeatedly divided into successive constituents until the smallest constituents - consisting of only a word or meaningful part of a word - are reached. Each step of the constituent division can then be translated into a Thai grammar rule in a context-free form. Finally, all generated Thai grammar rules are transformed into a c-structure format of LFG grammar.

2) Thai LFG lexicon
From the contrastive analysis of English and Thai [24], English is an inflectional language. Morphemes can be changed inside or affixed so that information - such as Gender, Number, Tense and so on - can be expressed inside the morphemes, for example:

- ‘books’ Number = plural.
- ‘went’ Tense = past simple.

Unlike English, Thai is not an inflectional language. Morphemes cannot be changed inside. To express information - such as Number, Tense and so on - other morphemes must accompany with them, thereby forming a compound word. Each word in Thai LFG lexicon [3]-[5]-[12]-[17]-[21]-[22]-[23] consists of information about the word, for example:

\[
\begin{array}{l}
\text{คณะ} \quad \text{(system)} = \text{NOUN} \\
\text{วิศวกรรมศาสตร์} \quad \text{head} = \text{คณะ} \\
\text{pred} = \text{faculty} \\
\text{type} = \text{NCMN} \\
\text{ontology} = \text{equipment}.
\end{array}
\]

The output of the syntactic analysis of a Thai sentence is in the form of a nested list structure of Prolog. The list consists of two structures of LFG grammar, namely c-structure and f-structure. For example, given a Thai phrase “

\[
\begin{array}{l}
\text{คณะ} \quad \text{วิศวกรรมศาสตร์} \\
\text{head} = \text{คณะ} \\
\text{pred} = \text{faculty} \\
\text{type} = \text{NCMN} \\
\text{ontology} = \text{equipment}.
\end{array}
\]

Fig. 2 An example of the output resulting from syntactic analysis

B. Second Phase: Building a Thai LFG tree

In this phase the output from the first phase in nested list format is converted into a general tree structure. For example, the output of Fig.2 is converted into a corresponding Thai LFG tree as shown in Fig. 3

C. Third Phase: Building English c-structure

In this phase, an English c-structure is created, which is equivalent to the Thai LFG tree derived from phase 2. There are two steps in this phase. The first step matches the child nodes of the root representing the sentence level of the Thai LFG-tree against a set of predefined patterns. If a match is found, the child nodes are reordered and converted into the equivalent nodes of English c-structure at the sentence level. The predefined patterns are so-called FtoC-patterns. The second step is done recursively at each of the lower levels or the phrase levels. For each subtree it performs recursive phase-level transformation at each child of the given subtree. The phrase-level transformation involves matching the top level of the child against the predefined set of phrase level FtoC-patterns. If a match is found, the necessary reordering and conversion takes place. The output from this phase is an equivalent English c-structure tree for the given Thai sentence.

Each of the FtoC-patterns consists of a sequence of constitutes at the right hand side of a Thai LFG grammar rule. The examples of FtoC-patterns at the sentence level are shown in Table I while the examples of FtoC-patterns at the phrase level are shown in Table II.

The abbreviations of symbols used in the table are as follows: \(V_1, V_2, \text{and} V_3\) are finite verbs while \(V_4\) denotes a participle, \(NP\) is a noun phrase and \(PP\) is a preposition phrase.

For the completion of the translation, the default values are defined e.g. the tense is simple, the voice is active and the article accompanying the noun is “a”. Furthermore, the system can perform subject-verb matching, changing from singular noun to plural noun, changing verb to noun, etc.

The examples of FtoC-patterns shown above demonstrate that the proposed system must handle tense, voice, article, and subject-verb matching during the translation.

D. Fourth Phase: Generating an English sentence

To generate an English sentence, the system traverses an English c-structure tree from left to right and prints out all English words of the leaf nodes. The output from this fourth phase will be the English phrases/sentences corresponding with – or matching - the given Thai sentence.
Fig. 3 An Example of a Thai LFG tree (Interlingua)
### TABLE I
EXAMPLES OF SENTENCE LEVEL ProC-PATTERNS

<table>
<thead>
<tr>
<th>Thai Patterns</th>
<th>English Patterns</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PASSIVE VOICE</strong></td>
<td></td>
</tr>
<tr>
<td>SUBJECT (NP)</td>
<td>VERB (NP)</td>
</tr>
<tr>
<td><strong>FUTURE</strong></td>
<td></td>
</tr>
<tr>
<td>SUBJECT (NP)</td>
<td>VERB (ADJUNCT + V)</td>
</tr>
<tr>
<td><strong>PAST</strong></td>
<td></td>
</tr>
<tr>
<td>SUBJECT (NP)</td>
<td>VERB (ADJUNCT + V)</td>
</tr>
<tr>
<td><strong>PRESENT</strong></td>
<td></td>
</tr>
<tr>
<td>SUBJECT (NP plural)</td>
<td>VERB (V + Modifier)</td>
</tr>
</tbody>
</table>

### TABLE II
EXAMPLES OF PHRASE LEVEL ProC-PATTERNS

<table>
<thead>
<tr>
<th>Thai Patterns</th>
<th>English Patterns</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MODIFIER</strong></td>
<td><strong>NOUN</strong></td>
</tr>
<tr>
<td>(Classifier)</td>
<td>(Proper Noun)</td>
</tr>
<tr>
<td><strong>Noun Phrase</strong></td>
<td><strong>MODIFIER</strong></td>
</tr>
<tr>
<td>(Common Noun)</td>
<td>(Ordinal Number)</td>
</tr>
<tr>
<td><strong>MODIFIER1</strong></td>
<td><strong>MODIFIER2</strong></td>
</tr>
<tr>
<td>(Common Noun)</td>
<td>(Common Noun)</td>
</tr>
<tr>
<td><strong>PREPOSITION</strong></td>
<td><strong>OBJECT</strong></td>
</tr>
<tr>
<td>(Noun phrase)</td>
<td>(Noun phrase)</td>
</tr>
</tbody>
</table>

| **NEGATOR** | **VERB** | **OBJECT** |
| (Noun phrase) | (Noun phrase) | DO + NOT | V1 | OBJECT (Noun phrase) |
III. EXPERIMENTAL RESULTS

Two hundred Thai phrases and simple sentences (no serial verb construct) were selected from the Orchid Corpus and used as test samples for the machine translation. Each of the sentences or phrases was segmented into words. To evaluate the quality of the output from the machine translation, three senior master students of the School of Language and Communication of NIDA – who had each taken courses in the theory of translation - were presented with the input samples as well as the results of the machine translations from the system. The students were asked to assess and classify the quality of translation for each of the samples into three levels. The first level - with a score of 3 - was given to a translation that was acceptable. This meant that the output sentence could be understood and had the same meaning as the source sentence. The second level - with a score of 2 - was given to a translation that was moderately acceptable. This meant that the output sentence might have small errors but could still be understood and carried the same meaning as the original source sentence. The third level - with a score of 1- was given to a translation that was not acceptable or had to be rejected outright. This meant that the output sentence could not be understood. The scores given by the three students are summarized in Table III.

<table>
<thead>
<tr>
<th>Acceptable</th>
<th>Moderate</th>
<th>Rejected</th>
</tr>
</thead>
<tbody>
<tr>
<td>(3)</td>
<td>(2)</td>
<td>(1)</td>
</tr>
<tr>
<td>First student</td>
<td>22.0</td>
<td>57.0</td>
</tr>
<tr>
<td>Second student</td>
<td>31.5</td>
<td>48.0</td>
</tr>
<tr>
<td>Third student</td>
<td>32.5</td>
<td>37.5</td>
</tr>
<tr>
<td>Average</td>
<td>28.7</td>
<td>47.5</td>
</tr>
<tr>
<td>Average percentages</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table III shows that most of the outputs (about 76.2%) from the system are either acceptable or moderately acceptable. The remainder - about 23.8% - was rejected. The average score given by the three students was 2.05. These figures demonstrate that the proposed system can be an effective tool for Thai to English machine translation, although there are still improvements required to be made in the future.

IV. CONCLUSIONS AND FUTURE WORK

This paper introduces a new framework for Thai to English machine translation. The new framework uses the LFG tree as Interlingua for the translation. The system achieves a certain degree of success in terms of the quality of the translation, making it worthy to be further pursued and improved in the future. Such work would and should include the handling of more complex sentences, tenses, voices and articles. Plans and projections for future improvements include the development of automatic tools to
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