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Abstract—In this paper we present a Adaptive Neuro-Fuzzy System (ANFIS) with inputs the lagged dependent variable for the prediction of Gross domestic Product growth rate in six countries. We compare the results with those of Autoregressive (AR) model. We conclude that the forecasting performance of neuro-fuzzy-system in the out-of-sample period is much more superior and can be a very useful alternative tool used by the national statistical services and the banking and finance industry.
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I. INTRODUCTION

FUZZY logic is an effective rule-based modelling in soft computing, that not only tolerates imprecise information, but also makes a framework of approximate reasoning. The disadvantage of fuzzy logic is the lack of self learning capability. The combination of fuzzy logic and neural network can overcome the disadvantages of the above approaches. In ANFIS, is combined both the learning capabilities of a neural network and reasoning capabilities of fuzzy logic in order to give enhanced prediction capabilities. ANFIS has been used by many researchers to forecast various time series comparing with Autoregressive (AR) and Autoregressive Moving Average (ARMA) models finding superior results in favour of ANFIS [1]-[3].

In this paper we examine the forecasting performance of Autoregressive (AR) models and Neuro-Fuzzy Systems in the growth rate of Gross Domestic Product in six countries. In section II we describe the methodology of Autoregressive and Neuro-Fuzzy system, while in section III we present the data frequency and the in-sample and out-of-sample period for the purpose of prediction examination. In section IV the empirical results are reported, while in the last section we discuss the main conclusion of the present study.

II. METHODOLOGY

A. Autoregressive (AR) Models

We consider a series \( y_1, y_2, \ldots, y_n \) An autoregressive model of order \( p \) denoted AR\( (p) \), states that \( y_t \) is the linear function of the previous \( p \) values of the series plus an error term:

\[
y_t = \phi_0 + \phi_1 y_{t-1} + \phi_2 y_{t-2} + \ldots + \phi_p y_{t-p} + \varepsilon_t \tag{1}
\]

where \( \phi_1, \phi_2, \ldots, \phi_p \) are weights that we have to define or determine, and \( \varepsilon_t \) denotes the residuals which are normally distributed with zero mean and variance \( \sigma^2 \) [4]. Various procedures have been suggested for determining the appropriate lag length in a dynamic model such as based on information criteria Akaike, Schwartz and Hannan-Quinn or based on the t-student statistics indicating that the last added lagged dependent variable is significant. Specifically we choose Akaike criterion which is defined as:

\[
AIC (p) = \ln \frac{e' e}{T} + \frac{2p}{T} \tag{2}
\]

where \( e \) denotes the residuals, \( T \) is the sample and \( p \) indicates the lag number. We examine Akaike criterion up to 5 lags. Conditioned on the full set of information available up to time \( i \) and on forecasts of the exogenous variables, the one-period-ahead forecast of \( y_t \) would be

\[
y^*_t = \hat{\phi}_0 + \hat{\phi}_1 y^*_t + \hat{\phi}_2 y^*_{t-1} + \ldots + \hat{\phi}_p y^*_{t-p+1} + \hat{\varepsilon}^{*}_{t+1} \tag{3}
\]

B. Adaptive network-based fuzzy inference system (ANFIS)

Jang [5] and Jang and Sun [6] introduced the adaptive network-based fuzzy inference system (ANFIS). This system makes use of a hybrid learning rule to optimize the fuzzy system parameters of a first order Sugeno system. An example of a two input with two rules first order Sugeno system can be graphically represented by Fig. 1.
The ANFIS architecture is consisted of two trainable parameter sets, the antecedent membership function parameters and the polynomial parameters $p,q,r$, also called the consequent parameters. The ANFIS training paradigm uses a gradient descent algorithm to optimize the antecedent parameters and a least squares algorithm to solve for the consequent parameters. Because it uses two very different algorithms to reduce the error, the training rule is called a hybrid. The consequent parameters are updated first using a least squares algorithm and the antecedent parameters are then updated by backpropagating the errors that still exist. We define five linguistic terms {very low, low, medium, high, very high}. Because we examine ANFIS with only one input, the dependent variable with one lag, we do not take the AND-OR operators. We could take more inputs, but one input is well enough to get very satisfying forecasts. The rules are:

- If $y_{t-1}$ is very low then $f_1 = p_1x + r_1$
- If $y_{t-1}$ is low then $f_2 = p_2x + r_2$
- If $y_{t-1}$ is medium then $f_3 = p_3x + r_3$
- If $y_{t-1}$ is high then $f_4 = p_4x + r_4$
- If $y_{t-1}$ is very high then $f_5 = p_5x + r_5$

, where $y_{t-1}$ denotes the dependent or target variable with one lag, the gross domestic product growth rate.

The ANFIS architecture consists of five layers with the output of the nodes in each respective layer represented by $O_l^i$, where $i$ is the $i$th node of layer $l$. Because we have five linguistic terms in the case we examine the steps for ANFIS system computation are:

$$O_1^i = \mu_A^i(x) \quad (4)$$

The adjustable parameters that determine the positions and shapes of these node functions are referred to as the premise parameters. In layer 2 we have:

$$O_2^i = w_i = \prod_{j=1}^{m} \mu_A^j(x) \quad (5)$$

Each node output represents the firing strength of the reasoning rule. In layer 3, each of these firing strengths of the rules is compared with the sum of all the firing strengths. Therefore, the normalized firing strengths are computed in this layer as:

$$O_3^i = \frac{w_i}{\sum_{i} O_2^i} \quad (6)$$

Layer 4 implements the Sugeno-type inference system, i.e., a linear combination of the input variables of ANFIS, $x_1,x_2,\ldots,x_p$ plus a constant term, $r_1,r_2,\ldots,r_q$, form the output.

$$O_4^i = y_i = \bar{w}_i f_i = \bar{w}_i(p_i x + r_i) \quad (7)$$

, where parameters $p_1,p_2,\ldots,p_q$ and $r_1,r_2,\ldots,r_q$, in this layer are referred to as the consequent parameters. In layer 5 we take:

$$O_5^i = \sum_{j} \bar{w}_i f_j = \sum_{j} \bar{w}_i \sum_{j} w_j f_j \quad (8)$$

In the last layer the consequent parameters can be solved using a least square algorithm as:

$$Y = X \cdot \theta \quad (9)$$

, where $X$ is the matrix

$$X = \left[ w_1 x + w_1 x + w_2 x + w_2 + \ldots + w_2 x + w_3 \right] \quad (10)$$

, where $x$ is the matrix of inputs and $\theta$ is a vector of unknown parameters as:

$$\theta = [p_1,q_1, r_1, p_2, q_2, r_2, \ldots, p_q, q_q, r_q]^{T} \quad (11)$$

, where $T$ indicates the transpose. Because the normal least square method leads to singular inverted matrix we use the singular value decomposition (SVD) with Moore-Penrose pseudoinverse of matrix $[7]-[9]$.

For the first layer and (4) we use the triangular and Gaussian membership functions. The triangular function is defined as:

$$\mu_A^i(x) = \begin{cases} \frac{x_i - a_i}{b_i}, & \text{if } x_i - a_i \leq \frac{b_i}{2} \\ 0, & \text{otherwise} \end{cases} \quad (12)$$

, where $a_i$ is the peak or center parameter and $b_i$ is the spread or support parameter. Gaussian function is:

$$\mu_A^i(x) = \exp \left( -\frac{(x_i - c_i)^2}{2\sigma_i^2} \right) \quad (13)$$

, where $c_i$ is the center parameter and $\sigma_i$ is the spread parameter. In order to find the optimized antecedent
parameters we the backpropagation algorithm with the simple
steepest descent method [10]-[12]

\[ a_{ij}(n+1) = a_{ij}(n) - \eta_a \frac{\partial e}{\partial a_{ij}} \]  

(14)

where \( \eta_a \) is the learning rate for the parameter \( a_{ij} \), \( p \) is the
number of patterns and \( e \) is the error function which is:

\[ e = \frac{1}{2} \left( y - y^f \right)^2 \]  

(15)

, where \( y^f \) is the target-actual and \( y \) is ANFIS output variable.
The chain rule used in order to calculate the derivatives and
update the membership function parameters are [10]-[12]:

\[ \frac{\partial E}{\partial a_{ij}} = \frac{\partial E}{\partial y} \cdot \frac{\partial y}{\partial y_i} \cdot \frac{\partial y_i}{\partial w_i} \cdot \frac{\partial w_i}{\partial a_{ij}} \]  

(16)

After some partial derivatives computations, the update
equations for \( a_{ij} \) are \( b_{ij} \) are respectively

\[ a_{ij}(n+1) = a_{ij}(n) - \eta_a \cdot \sum_{i=1}^{n} w_i \cdot \frac{2(x_i - a_i)}{\mu_i(x_i) \cdot b_i} \]  

(17)

\[ b_{ij}(n+1) = b_{ij}(n) - \eta_c \cdot \sum_{i=1}^{n} w_i \cdot \frac{1 - \mu_i(x_i)}{\mu_i(x_i) \cdot b_i} \]  

(18)

Similarly the update equations for \( c_{ij} \) are \( \sigma_{ij} \) for Gaussian
membership function are respectively:

\[ c_{ij}(n+1) = c_{ij}(n) - \eta_c \cdot \sum_{i=1}^{n} w_i \cdot \frac{(x_i - c_{ij}) \mu_i(x_i) \sigma_{ij}^2}{\sigma_{ij}^2} \]  

(19)

\[ \sigma_{ij}(n+1) = \sigma_{ij}(n) - \eta_c \cdot \sum_{i=1}^{n} w_i \cdot \frac{(x_i - c_{ij}) \mu_i(x_i) \sigma_{ij}^2}{\sigma_{ij}^2} \]  

(20)

Because each rule has one parameter and plus the constant
there will be \( 2 \cdot 5 \cdot 10 = 100 \) parameters. The initial values for the
triangular membership function and specifically for the spread
parameters have been set up at 1.5. The center value
parameters for the five rules have been set up respectively at
-2.5, -0.5, 1.5, 3.5 and 5.5 On the other hand the parameter
initialization for Gaussian membership function is quite
different. First we took the values of GDP in specific intervals. In Table I we present the procedure.

<table>
<thead>
<tr>
<th>GDP</th>
<th>Membership Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Very Low</td>
<td>If GDP&lt;2.5 and GDP&lt;0.5</td>
</tr>
<tr>
<td>Low</td>
<td>If GDP&gt;0.5 and GDP&lt;1.5</td>
</tr>
<tr>
<td>Medium</td>
<td>If GDP&gt;1.5 and GDP&lt;3.5</td>
</tr>
<tr>
<td>High</td>
<td>If GDP&gt;3.5 and GDP&gt;5.5</td>
</tr>
<tr>
<td>Very High</td>
<td>If GDP&gt;5.5</td>
</tr>
</tbody>
</table>

TABLE I

SAMPES OF GDP FOR GAUSSIAN FUNCTION

The learning rate for parameters \( a \) and \( c \) is set up at 0.1, for
spread parameters \( b \) and \( \sigma \) and for the consequent parameters
is set up at 0.5. The number of maximum epochs is 50.

III. DATA

The data are in quarterly frequency and are referred in
Gross Domestic Product (GDP) growth rates for quarter-by-
quarter. The period examined is 1991-2009 for the countries
of Canada, France, Italy, Japan, UK and USA. Moreover the
period 1991-2006 is obtained as the in-sample for AR model
or as the train period for the ANFIS model, while period
2007-2009 is taken as the out-of-sample period.

IV. EMPIRICAL RESULTS

In Table II the Autoregressive estimation results are
reported. We conclude that the hypothesis of autocorrelation
existence is rejected. In Table III we present the MAE and
RMSE results for the forecasts generated by the two models
we examine, for the in-sample and the out-of-sample period.
We observe that ANFIS system slightly outperforms the
simple Autoregressive model in the in-sample period only in the cases of Canada, France and Japan. But the most significant fact is that the ANFIS system outperforms considerably very significant the AR model in the out-of-sample period, which is of greatest interest.

**TABLE II**

<table>
<thead>
<tr>
<th>Estimated parameters</th>
<th>φ₁</th>
<th>φ₂</th>
<th>φ₃</th>
<th>φ₄</th>
<th>φ₅</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Canada</strong></td>
<td>0.9114</td>
<td>0.1542</td>
<td>-0.1429</td>
<td>-0.4483</td>
<td>0.5124</td>
</tr>
<tr>
<td></td>
<td>(0.1072)</td>
<td>(0.1471)</td>
<td>(0.1470)</td>
<td>(0.1461)</td>
<td>(0.1064)</td>
</tr>
<tr>
<td><strong>France</strong></td>
<td>1.3021</td>
<td>-0.1914</td>
<td>-0.1955</td>
<td>(0.1231)</td>
<td>(0.2002)</td>
</tr>
<tr>
<td></td>
<td>(0.1243)</td>
<td>[8.501]*</td>
<td>[0.971]</td>
<td>[3.068]*</td>
<td>[4.81]*</td>
</tr>
<tr>
<td><strong>Italy</strong></td>
<td>1.3204</td>
<td>-0.3020</td>
<td>-0.1743</td>
<td>(0.1231)</td>
<td>(0.2002)</td>
</tr>
<tr>
<td></td>
<td>(0.1243)</td>
<td>[11.197]*</td>
<td>[-1.550]</td>
<td>[-1.379]</td>
<td></td>
</tr>
<tr>
<td><strong>Japan</strong></td>
<td>1.0447</td>
<td>-0.1470</td>
<td>-0.1000</td>
<td>(0.1220)</td>
<td>(0.1758)</td>
</tr>
<tr>
<td></td>
<td>(0.1219)</td>
<td>[8.565]*</td>
<td>[-0.841]</td>
<td>[0.821]</td>
<td></td>
</tr>
<tr>
<td><strong>UK</strong></td>
<td>1.631</td>
<td>-0.600</td>
<td>-0.1376</td>
<td>-0.2674</td>
<td>0.3503</td>
</tr>
<tr>
<td></td>
<td>(0.1216)</td>
<td>(0.2293)</td>
<td>(0.2416)</td>
<td>(0.2514)</td>
<td>(0.1503)</td>
</tr>
<tr>
<td></td>
<td>[13.423]*</td>
<td>[-0.571]</td>
<td>[-1.063]</td>
<td>[2.33]**</td>
<td></td>
</tr>
<tr>
<td><strong>USA</strong></td>
<td>1.316</td>
<td>-0.2154</td>
<td>-0.1892</td>
<td>(0.1186)</td>
<td>(0.1958)</td>
</tr>
<tr>
<td></td>
<td>(0.1980)</td>
<td>(0.1991)</td>
<td>(0.1233)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[11.999]*</td>
<td>[-1.099]</td>
<td>[-0.955]</td>
<td>[3.28]*</td>
<td></td>
</tr>
</tbody>
</table>

Diagnostic tests

- F-statistic
- R² adj
- Q-stat (2)
- Standard Error of Estimate

<table>
<thead>
<tr>
<th><strong>Australia</strong></th>
<th>16.601</th>
<th>0.4713</th>
<th>4.719</th>
<th>0.8688</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.4510)</td>
<td>(4.4510)</td>
<td></td>
</tr>
<tr>
<td><strong>France</strong></td>
<td>202.969</td>
<td>0.8487</td>
<td>5.795</td>
<td>0.6506</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.3744)</td>
<td>(5.795)</td>
<td></td>
</tr>
<tr>
<td><strong>Italy</strong></td>
<td>225.929</td>
<td>0.8620</td>
<td>5.083</td>
<td>0.7726</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.4230)</td>
<td>(5.083)</td>
<td></td>
</tr>
<tr>
<td><strong>Japan</strong></td>
<td>88.907</td>
<td>0.7095</td>
<td>7.151</td>
<td>1.2168</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.1281)</td>
<td>(7.151)</td>
<td></td>
</tr>
<tr>
<td><strong>UK</strong></td>
<td>234.785</td>
<td>0.9304</td>
<td>2.677</td>
<td>0.5540</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.6132)</td>
<td>(2.677)</td>
<td></td>
</tr>
<tr>
<td><strong>USA</strong></td>
<td>113.928</td>
<td>0.8658</td>
<td>0.535</td>
<td>0.6852</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.9700)</td>
<td>(0.535)</td>
<td></td>
</tr>
</tbody>
</table>

Standard errors in parentheses, t-statistics in brackets, p-values in {}. * denotes significance in α=0.01, ** denotes significance in α=0.05, *** denotes significance in α=0.10, Q-stat is the Ljung-Box test on squared standardized residuals with 2 lags.

The forecasting superiority of ANFIS can be shown in Fig. 2-7, where the forecasts generated of the two models examined versus the actual values of GDP for the out-of-sample period are presented. This indicates that ANFIS is a good alternative choice for the economic policy makers and scientists working in great and central banks, as well as for those in financial and government institutions. In Fig. 2-7 ANFIS-AR denotes that we take as input the lagged dependent variable, so we have an autoregressive process.

**Fig. 2. Out-of-sample period forecasts with AR and ANFIS for Canada**

**Fig. 3. Out-of-sample period forecasts with AR and ANFIS for France**
V. CONCLUSIONS

In this paper we examined the forecasting performance of linear Autoregressive (AR) models and ANFIS. Our findings support ANFIS and this indicates the superiority of fuzzy logic and artificial intelligence models suggesting that is a powerful tool for the economic policy and decision makers. Furthermore, genetic algorithms can be applied instead to error backpropagation we used in this study and might have superior results. Additionally, we examined only two membership functions, while also other fuzzy membership functions can be applied, as the trapezoidal or the Generalized Bell function among others. Finally, more inputs can be obtained, but this is not absolutely necessary that it will improve the forecasts.
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