Abstract—This paper at first presents approximate analytical solutions for systems of fractional differential equations using the differential transform method. The application of differential transform method, developed for differential equations of integer order, is extended to derive approximate analytical solutions of systems of fractional differential equations. The solutions of our model equations are calculated in the form of convergent series with easily computable components. After that a drive-response synchronization method with linear output error feedback is presented for “generalized projective synchronization” for a class of fractional-order chaotic systems via a scalar transmitted signal. Genesio_Tesi and Duffing systems are used to illustrate the effectiveness of the proposed synchronization method.
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I. INTRODUCTION

SYNCHRONIZATION of chaotic systems [1-4] has been focus of attention in recent literature owing to its applications in secure communications of analog and digital signals [5]. Fractional calculus deals with derivatives and integration of arbitrary order [6] and has deep and natural connections with many fields of applied mathematics, engineering and physics. Fractional calculus has wide range of applications in control theory [7], turbulence, electromagnetism, signal processing [8-9] and bioengineering.

In this paper, a synchronization called “generalized projective synchronization” is used and a drive-response synchronization method is developed, this method is used to “generalized projective synchronization” of a class of fractional-order chaotic systems via a scalar transmitted signal [10]. A new application of the differential transform method [11] is also introduced to provide approximate solutions for the system of fractional differential equations. There are several definitions of a fractional derivative of order \( \alpha > 0 \). The two most commonly used definitions are the Riemann–Liouville and Caputo. Each definition uses Riemann–Liouville fractional integration and derivatives of whole order. The differential transform method was first applied in the engineering domain in [6]. In general, the differential transform method is applied to the solution of electric circuit problems. The differential transform method is a numerical method based on the Taylor series expansion which constructs an analytical solution in the form of a polynomial.

The remainder of the paper is organized as follows: section II provides a brief review of the fractional order derivative and the numerical algorithm of fractional-order differential equation. In section III, fractional differential equations using differential transform method and numerical examples are described. In section IV, the generalized projective synchronization is introduced. In section V, the synchronization criterion is given. In section VI, proposed method is applied to synchronize fractional-order Genesio_Tesi and Duffing chaotic systems. Finally, Section VII yields the conclusions.

II. MATHEMATICAL BACKGROUND

Consider the system of fractional differential equations:

\[
D^\alpha x_1(t) = f_1(t, x_1, ..., x_n) \\
D^\alpha x_2(t) = f_2(t, x_1, ..., x_n) \\
\vdots \\
D^\alpha x_n(t) = f_n(t, x_1, ..., x_n)
\]

(1)

Where, \( D^\alpha_i \) is the derivative of \( x_i \) of order \( \alpha_i \) in the sense of Caputo and \( 0 < \alpha_i \leq 1 \), subject to the initial conditions

\[
x_1(0) = c_1, x_2(0) = c_2, ..., x_n(0) = c_n.
\]

(2)

The difference between the two definitions is in the order of evaluation. Riemann–Liouville fractional integration of order \( \alpha \) is defined as:

\[
J^\alpha f(x) = \frac{1}{\Gamma(\alpha)} \int_{x_0}^{x} (x - t)^{\alpha - 1} f(t) dt, \quad \alpha > 0, x > 0
\]

(3)
Where, $x_0$ and $x_t$ are the initial and final state vectors, and:

$$\Gamma(z) = \int_0^t t^{z-1} e^{-t} dt$$

(4)

And the Riemann–Liouville and Caputo fractional derivatives of order $\alpha$, are defined respectively, as:

$$D_{x0}^\alpha f(x) = \frac{d^m}{dx^m} \left[ f^{(m-\alpha)}(x) \right]$$

(5)

$$D_{x0}^\alpha f(x) = \frac{1}{\Gamma(m-\alpha)} \frac{d^m}{dx^m} \left[ \int_{x0}^x f(t)(x-t)^{m-\alpha-1} dt \right]$$

(6)

Theorem 2. If $f(x) = g(x) \pm h(x)$, then $F(k) = G(k) \pm H(k)$.

Theorem 3. If $f(x) = g(x) + g_{x1}(x) + \ldots + g_{xN}(x)$, then

$$f(x) = \sum_{k=1}^N g_{x_k}(x)$$

(8)

where $\alpha$ is the order of fraction and $F(k)$ is the fractional differential transform of $f(x)$.

III. FRACTIONAL DIFFERENTIAL TRANSFORM method

In this section, we introduce the fractional differential transform method used in this paper to obtain approximate analytical solutions for the system of fractional differential equations. This method has been developed as follows:

$$D_{x0}^\alpha f(x) = \frac{1}{\Gamma(m-\alpha)} \frac{d^m}{dx^m} \left[ \int_{x0}^x f(t)(x-t)^{m-\alpha-1} dt \right]$$

(7)

$$f(x) = \sum_{k=0}^\infty F(k)(-x_0)^{k/\alpha}$$

(9)

Theorem 4. If $f(x) = D_x^\alpha f(x)$, then

$$F(k) = \sum_{k} G(k) G_{x_k}(0)$$

(10)

Proofs of theorems were brought in [9].

IV. DEFINITION OF GENERALIZED PROJECTIVE SYNCHRONIZATION

Let us at first introduce the projective synchronization and the generalized synchronization at first.

For two identical chaotic systems which are coupled through the variable $z$ in the form:

$$D_x^\alpha x = A(x)z$$

(11)

If $\mu = 0$, then $y$ has no relation to $x$. When $\mu = 0$, the two systems are said to be "generalized synchronization".

Consider the following chaotic systems:

$$D_x^\alpha x = f(x)$$

(12)

$$D_y^\alpha y = g(y, h(x, y))$$

(13)

Then we regard the two systems are synchronized. Such synchronization is called "generalized projective synchronization".

V. THE PROPOSED METHOD: GENERALIZED PROJECTIVE SYNCHRONIZATION OF A CLASS OF FRACTIONAL-ORDER CHAOTIC SYSTEMS

Assume the fractional order chaotic drive systems under study can be written as:

$$D_x^\alpha x = f(x) = Ax + BF(cx) + E$$

(14)

Since the adoption of a scalar transmitted signal is suitable and expected for synchronization and secure communication, we choose the output of the system like:

$$y = Cx$$

(15)

and use the scalar signal to drive the fractional-order response system which is constructed in the form:

$$D_x^\alpha \ddot{z} = A\ddot{x} + \sigma(BF(cx) + E) + K(\sigma y - \ddot{y})$$

(16)

Where $\ddot{x} \in R^n$, $\ddot{y} = C\ddot{x}$, and $\sigma$ is the synchronization scaling factor, $K \in R^n$ is a feedback gain matrix to be decided such that the synchronization error $||x - \ddot{x}||_2\rightarrow 0$ as $t\rightarrow\infty$. Then, the error system can be expressed as:

$$D_x^\alpha e = (A - K\sigma)\dot{e}$$

(17)

$$D_x^\alpha e = (A^T - C^T K^T)\dot{e} = A^T \ddot{e} + C^T u$$

(18)

Where the input $u = -K^T \ddot{e}$ of system (AT, CT) acts as a state feedback.

Lemma 1. System $D_x^\alpha x = Ax$ is:

- Asymptotically stable if and only if $|\arg(\lambda_i(A))|>\pi/2$, $i = 1, 2, \ldots, n$, where $\arg(\lambda_i(A))$
denotes the argument of the Eigen value $\lambda_i$ of A. In this case, the components of the state decay towards 0 like $t^{-\alpha}$;

- Stable if and only if either it is asymptotically stable or those critical Eigen values which satisfy $|\arg(\lambda_i(A))| = \alpha \pi / 2$ have geometric multiplicity one.

VI. SIMULATIONS

In this section, the proposed method is applied to synchronize fractional-order Genesio_Tesi and Duffing chaotic systems.

The fractional-order Genesio_Tesi chaotic systems can be expressed in this form:

$$
\begin{pmatrix}
D^{q_1}x_1 \\
D^{q_2}x_2 \\
D^{q_3}x_3
\end{pmatrix}
= 
\begin{pmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
-1.1 & -1.1 & -0.45
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x_2 \\
x_3
\end{pmatrix} + 
\begin{pmatrix}
0 \\
0 \\
1
\end{pmatrix}x_1^2
$$

(19)

$$
y = C(x_1, x_2, x_3)^T = x_1$

$q = [1, 1, 0.95]$

$$
\begin{pmatrix}
D^{q_1}\hat{x}_1 \\
D^{q_2}\hat{x}_2 \\
D^{q_3}\hat{x}_3
\end{pmatrix}
= 
\begin{pmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
-1.1 & -1.1 & -0.45
\end{pmatrix}
\begin{pmatrix}
\hat{x}_1 \\
\hat{x}_2 \\
\hat{x}_3
\end{pmatrix} + 
\sigma \begin{pmatrix}
0 \\
0 \\
1
\end{pmatrix}x_1^2 + k(y - \hat{y})
$$

(20)

We can set the Eigen values $\lambda_i = -1$ of $A-KC$ with $K = (2.55, 0.7525, -3.244)$. The phase diagrams of (19) and (20) are plotted together in Fig. 1(a) and (b) with scaling factor $\sigma = 2$ and 4. The curves of synchronization errors are shown in Fig. 2 and 3 with $\sigma = 4$, which indicate that the chaos synchronization between (19) and (20) is achieved.
K = (2.55, 0.7525, -3.244), σ = 4. 

The fractional-order Duffing chaotic system, the equation will be defined as follows:

\[
\begin{align*}
\frac{D^q x_1}{D^q x_2} &= \begin{pmatrix} 0 & 1 \\ -0.15 & 1 \end{pmatrix} \begin{pmatrix} x_1 \\ x_2 \end{pmatrix} + \begin{pmatrix} 0 \\ -1 \end{pmatrix} x_2^3 + \\
0 & 0.3 \cos(t) \\
\end{align*}
\]

(21)

\[
y = C(x_1, x_2)^T = x_1
\]

q = [0.9, 1].

\[
\frac{D^q \dot{x}_1}{D^q \dot{x}_2} = \begin{pmatrix} 0 & 1 \\ -0.15 & 1 \end{pmatrix} \begin{pmatrix} \dot{x}_1 \\ \dot{x}_2 \end{pmatrix} + \sigma \begin{pmatrix} 0 \\ -1 \end{pmatrix} x_2^3 + \\
0 & 0.3 \cos(t) + k(\sigma y - \dot{y})
\]

(22)

We can set the Eigen values \(\lambda_i = -1\) of A–KC with K = (1.85, 1.7225). The phase diagrams of (21) and (22) are plotted together in Fig.4 (a) and (b) with scaling factor \(\sigma = 2\) and 4. The curves of synchronization errors are shown in Fig. 5 and 6 with \(\sigma = 4\), which indicate that the chaos synchronization between (21) and (22) is achieved.

VII. CONCLUSIONS

In the present work we demonstrate that fractional order Genesio_Tesi and Duffing chaotic systems can be synchronized using a scalar transmitted signal. It is further observed that the synchronization starts earlier for larger values of fractional order q.
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