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Abstract—Speech enhancement is the process of eliminating noise and increasing the quality of a speech signal, which is contaminated with other kinds of distortions. This paper is on developing an optimum cascaded system for speech enhancement. This aim is attained without diminishing any relevant speech information and without much computational and time complexity. LMS algorithm, Spectral Subtraction and Kalman filter have been deployed as the main de-noising algorithms in this work. Since these algorithms suffer from respective shortcomings, this work has been undertaken to design cascaded systems in different combinations and the evaluation of such cascades by qualitative (listening) and quantitative (SNR) tests.
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I. INTRODUCTION

VARIOUS speech processing systems have found their way in our everyday life through their vivid use in voice communication, speech and speaker recognition, aid for the hearing impaired, and numerous other applications. However, in most of the cases the ambient environment is noisy which degrades the performance of the speech processing systems drastically. This is particularly true in hands-free speech communication systems, where the background noise is often annoying for persons in conversation. Therefore, speech enhancement has been a challenging topic of research for many years. Speech enhancement is the term used to describe algorithms or devices whose purpose is to improve some perceptual aspects of speech for the human listener or to improve the speech signal so that it may be better exploited by other speech processing algorithms. Approaches to retrieve enhanced speeches are plentiful.

Recently, development of a speech enhancement algorithm which works well in low signal-to-noise ratio (SNR) environments has been desired. Although many speech enhancement methods have been proposed, we may have to distinguish one achieving high quality of the enhanced speech with low computational complexity. Among them the spectral subtraction methods are the most widely used due to the simplicity of implementation and also due to low computational load, making them the primary choice for real time applications.

In general, using the family of subtraction-type algorithms, the enhanced speech spectrum is obtained by subtracting an average noise spectrum from the noisy speech spectrum. The phase of the noisy speech is kept unchanged, since it is assumed that the phase distortion is not perceived by human ear. However, the subtraction-type algorithms have a serious drawback in that the enhanced speech is accompanied by unpleasant musical noise artifact which is characterized by tones with random frequencies. Apart from being extremely annoying to the listeners, the musical noise also hampers the performance of the speech-coding algorithms to a great extent.

In this paper different Speech Enhancement algorithms have been presented that can be pipelined with Spectral Subtraction algorithm to counter the musical noise effect and to increase the overall effectiveness of the Speech enhancement system. However we have to bear this constraint in mind that the enhancement must be prominent in both quantitative as well as qualitative manner and at the same time, we should not be overlooking the complexity and the ease with which these algorithms can be implemented on hardware platforms.

II. LEAST MEAN SQUARE ALGORITHM

An adaptive filter is a filter that self-adjusts its transfer function according to an optimizing algorithm. Because of the complexity of the optimizing algorithms, most adaptive filters are digital filters that perform digital signal processing and adapt their performance based on the input signal.

Least mean squares (LMS) algorithms is such an adaptive filter used to find the filter coefficients that relate to producing the least mean squares of the error signal (difference between the desired and the actual signal). It is a stochastic gradient descent method in that the filter is only adapted based on the error at the current time.

\[ e(n) = d(n) - y(n) \]

Fig. 1 LMS Algorithm block diagram

The least mean square (LMS) algorithm uses the statistical properties of the data signals. The objective of this method is
to minimize the mean square error. The LMS algorithm is widely used in the adaptive algorithm because of its simplicity in structure and its robustness for numerical analysis. A general formulation of the LMS algorithm for an N-tap adaptive filter (Fig. 1) can be described by the following equations:

\[
y(n) = \sum_{k=0}^{N-1} w_k(n)x(n-k) = X(n)W^T(n),\text{summation from k=0 to k=N-1}\tag{1}
\]

\[
w_{k}(n+1) = w_{k}(n) + \mu e(n)x(n-k), 0 \leq k \leq N-1\tag{2}
\]

III. SPECTRAL SUBTRACTION

Spectral subtraction is a method to enhance the perceived quality of single channel speech signals in the presence of additive noise. It is assumed that the noise component is relatively stationary. Specifically, the spectrum of the noise component is estimated from the pauses that occur in normal human speech. Fig. 2 shows the simplified structure of basic spectral subtraction systems.

\[y(n) = s(n) + v(n); \quad (3)\]

where \(x(n)\) is the speech with noise, \(s(n)\) is the “clean” speech signal and \(v(n)\) is the noise process, all in the discrete time domain. What spectral subtraction attempts to do is to estimate \(s(n)\) from \(x(n)\). If the noise process is represented by its power spectrum estimate \(|W^{\prime}(f)|^2\), the power spectrum of the speech estimate \(|S^{\prime}(f)|^2\) can be written as

\[S^{\prime}(f)^2 = |X^{\prime}(f)|^2 - |W^{\prime}(f)|^2 \tag{4}\]

since the power spectrum of two uncorrelated signals is additive. By generalizing the exponent from 2 to \(a\), Eq. (4) becomes

\[S^{\prime}(f)^a = |X^{\prime}(f)|^a - |W^{\prime}(f)|^a \tag{5}\]

The speech phase \(0 S(f)\) is estimated directly from the noisy signal phase \(0 X(f)\).

\[0 S(f) = 0 X(f) \tag{6}\]

Thus a general form of the estimated speech in frequency domain can be written as

\[S^{\prime}(f) = (\max(|X^{\prime}(f)|^a - k|W^{\prime}(f)|^a, 0))^{\frac{1}{a}}. e^{j\theta(f)} \tag{7}\]

Where \(k > 1\) is used to overestimate the noise to account for the variance in the noise estimate, as explained below. The inner term \(|X^{\prime}(f)|^a - k|W^{\prime}(f)|^a\) is limited to positive values, since it is possible for the overestimated noise to be greater than the current signal.

IV. KALMAN FILTER

Kalman Filter is an adaptive least square error filter that provides an efficient computational recursive solution for estimating a signal in presence of Gaussian noises. It is an algorithm which makes optimal use of imprecise data on a linear (or nearly linear) system with Gaussian errors to continuously update the best estimate of the system’s current state [10].

Kalman filter theory is based on a state-space approach in which a state equation models the dynamics of the signal generation process and an observation equation models the noisy and distorted observation signal. For a signal \(x(k)\) and noisy observation \(y(k)\), equations describing the state process model and the observation model are defined as

\[x(k) = Ax(k-1) + w(k-1) \tag{8}\]

\[y(k) = Hx(k) + n(k) \tag{9}\]

where, \(x(k)\) is the \(P\)-dimensional signal vector, or the state parameter, at time \(k\), \(A\) is a \(P \times P\) dimensional state transition matrix that relates the states of the process at times \(k - 1\) and \(k\), \(w(k)\) (process noise) is the \(P\)-dimensional uncorrelated input excitation vector of the state equation. \(w(k)\) is assumed to be a
normal (Gaussian) process \( p(w(k)) \sim \mathcal{N}(0, Q) \), \( Q \) being the \( P \times P \) covariance matrix of \( w(k) \) or process noise covariance. \( y(k) \) is the \( M \) dimensional noisy observation vector, \( H \) is a \( M \times P \) dimensional matrix which relates the observation to the state vector. \( n(k) \) is the \( M \)-dimensional noise vector, also known a measurement noise, \( n(k) \) is assumed to have a normal distribution \( p(n(k)) \sim \mathcal{N}(0, R) \) and \( R \) is the \( M \times M \) covariance matrix of \( n(k) \) (measurement noise covariance).

The most important part of the algorithm is the computation of AR parameters by solving the Yule-Walker equation directly on the noisy signal in the function lpc.m. \( \hat{p} \) determines the coefficients of a forward linear predictor \( \hat{p} \); minimizing the prediction error in the least-squares sense.

Fig. 3 Main equations of Kalman Filter

V. CASCADE

The LMS algorithm provides only a trivial enhancement, Spectral Subtraction has got the problem of musical tones, whereas, Kalman Filters’ performance declines rapidly with increasing noise. Hence we connected the aforementioned algorithms in different combinations. After evaluating them, we come to a conclusion that LMS-KF-SS is the optimum cascade for speech enhancement. The LMS would provide some processing in the form of echo and noise cancellation, and Kalman filter would estimate the clean speech signal, the introduction of spectral subtraction at this stage will remove the residual amount of external noise.

From Fig. 5 and Fig. 6 we observe that LMS only provides trivial enhancement which is not pretty high in terms of SNR improvement.

VI. SIMULATION RESULTS

Fig. 5 Time-domain comparison of input signal with the output of LMS Block. (Red is corrected waveform)

Fig. 6 Variation of SNR with increasing noise in the input (LMS) (Red is corrected waveform)

From Fig. 5 and Fig. 6 we observe that LMS only provides trivial enhancement which is not pretty high in terms of SNR improvement.
Though Spectral Subtraction, a large part of the external noise, it suffers from the undesirable musical noise effect which can be seen in Fig. 7 as well as in the listening tests.

Kalman filter has proven to be the most efficient algorithm by now. From the time domain comparison of input and output for the Kalman filter stage, we observe that Kalman filter effectively removes noise without removing any part of the relevant speech signal.

From Table I it was observed that the LKS stage provides considerable enhancement to the input signal. For lower levels of noise, cascading is of not much of use; however as the noise ratio in the input increases, the LMS-Kalman Filter-Spectral Subtraction yields better results as shown in figure.

VII. CONCLUSION

- During the course of experiments we have found that SNR tests alone can’t reflect the effectiveness of a de-noising system, results are to be confirmed with listening tests.

- LMS algorithm can’t be used alone as it provides trivial improvement. However it can be used as a preprocessing algorithm owing to its echo cancellation and channel equalization features.

- Spectral subtraction eliminates a good deal of noise however the Residual noise is heavy and undesirable
as a good amount of vital speech information sometimes get subtracted.

- Kalman Filter is very effective for speech Enhancement and can be used even alone
- From the SNR curves of individual algorithms, we learn that SNR decreases drastically with increasing noise even while using Kalman Filter.
- By cascaded systems we can eliminate large amounts of noise whereas for lower levels of noise, any single algorithm (preferably Kalman Filter) will do.
- By pipelining LMS with Kalman Filter, we slightly improve the efficiency of the system. Providing stability with increasing noise proportions.
- When LMS-SS-KF sequence was used, Spectral Subtraction rendered a lot of residual noise to the signal, and since Kalman filter was unable to correct or retrieve the lost information, this cascading isn’t quite useful. Though it may show appreciable SNR improvements.
- LMS-KF-SS Configuration gives quite good results up to $\sigma_{mv}=0.03$, up to this stage even LMS-KF and KF alone can be used. However for $\sigma_{mv}$ more than this, LMS-KF-SS is far better than any other algorithm. Moreover, the efficiency of this system varies only a little with increasing noise. (Red line).
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