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Abstract—The novelty proposed in this study is twofold and consists in the developing of a new color similarity metric based on the human visual system and a new color indexing based on a textual approach. The new color similarity metric proposed is based on the color perception of the human visual system. Consequently, the results returned by the indexing system can fulfill as much as possible the user expectations. We developed a web application to collect the users judgments about the similarities between colors, whose results are used to estimate the metric proposed in this study. In order to index the image's colors, we used a text indexing engine to facilitate the integration of visual features in a database of text documents. The textual signature is build by weighting the image's colors in according to their occurrence in the image. The use of a textual indexing engine provide us a simple, fast and robust solution to index images. A typical usage of the system proposed in this study, is the development of applications whose data type is both visual and textual. In order to evaluate the proposed method we chose a price comparison engine as a case of study, collecting a series of commercial offers containing the textual description and the image representing a specific commercial offer.
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I. INTRODUCTION

MOTIVATED by the lack of the standard color metrics based on the RGB space [1] and other color spaces derived from it, we decided to follow a new strategy to obtain a set of colors correspondences based on the human visual system. This choice is motivated by the fact that we want to obtain a similarity metric, with the purpose of using it in an indexing engine, in which the expectation of the users about the results must be as similar as their color visual perception. We added subjectivity in color similarity perception and variations in perception according to age, gender and cultural environment [2] collecting ground truth from a large sample of people. To construct the proposed metric, we developed an online application allowing a user to select the set of colors considered most similar to a given sample color. This allows us to collect color information which is invariant to the color similarity perception between different individuals. To facilitate the ground truth data collection, we selected a set $C$ of colors to discretize the whole RGB space, while to reduce the amount of information to be indexed we selected a subset $M$ of color that we used for the color description. Using the collected judgments based on the $C$ color set, we developed a similarity metric that we used to extract color information from the image. This metric is used to train a neural network which takes in input the value of a pixel and returns as output the most similar color belonging to the $M$ color set. This process is repeated for all the pixels of interest in order to obtain a histogram that describes the overall distribution of color within the image. A common problem in Content-Based Image Retrieval [3] is the segmentation of the object of interest from the background, in order to extract the information only from a specific object. We have addressed the segmentation problem in a previous work [4] therefore, in this study we focus only on the extraction of color from an already segmented image. Once we have extracted the color histogram, we transformed this feature into two textual documents by repeating the colors belonging to $C$ and to $M$ a number of times equal to their occurrence in the image. Using these documents we have successfully integrated the color feature in a text indexing engine able to index millions of images offering high-speed responses to hundreds of queries per second.

The method to apply the queries depends on the type of search. In the case of a search using color facets, we look for the value of the selected facet in all the documents and in particular in their Main Colors field. Solr ranks the returned documents in according to the frequency of the search term in the documents. In the case of a Query by Example, the descriptive colors are concatenated in a single query and weighted according to their occurrence in the example image.

Unlike conventional indexing systems that for example use color histogram-based numerical data [5], vector quantization [6] and Color Correlograms [7], the way is open for exploitation of textual indexing systems. The state of the art in CBIR engine indexing is represented by the $R^*$-trees [8], as they are primarily geared for handling numerical data, however we have opted to use Apache Solr\(^2\), a frequently used search and indexing engine in the web environment, offering the guarantees of quality performance and functionality needed for document management and exhaustive dataset searching. A project that can be considered similar to our own, which uses an early version of Apache Solr called Lucene, is the Lucene-based open source CBIR project Lire [9] which extracts data from images that Lucene is unable to index, exploiting only the level of access to the file system. Our approach differs in that because we extract a textual color description from images that can be directly handled by Apache Solr.

Our case of study is a set of images related to a commercial offers set in the fashion domain. To test our system we have

---

1. http://www.drezy.com
manually label a set of 600 images and for each of them we have specified the colors in the image and an estimation of their quantity. The dataset collected was uploaded to our homepage in order to be used by other methods for comparison\(^3\).

II. COLOR SIMILARITY METRIC

In this section we describe the new strategy used to obtain the colors correspondences based on the human visual system. This choice is motivated by the fact that we want to obtain a similarity metric, with the purpose of using it in an indexing engine, in which the expectation of the users about the results must be as similar as their visual perception. We collect user judgments developing an online application allowing the user to select the color set \(\{c_j | c_j \in C\}\) considered most similar to a given color \(c_i \in C\). This allows us to detect the invariance in color similarity perception between different individuals. The web application has been online for more than 6 months and we have collected 3200 user judgments which are a sufficient number for a first estimation of the similarity measure proposed in this study.

In order to reduce the dimensionality of all the RGB color space and to select a proper subset of colors that are easily represented by a textual description for the indexing phase, as set of color \(C\), we used the color descriptors derived from the ISCC/NBS system. This set has been proposed by the Inter-Society Council\(^4\) and defines a lexicon for the construction of English words subdividing the color space into 267 centroids. The centroids names was created using the words outlined in Table I, obtaining an acceptable discretization of the whole color space (see \([10]\) for more details).

### Table I

<table>
<thead>
<tr>
<th>Color name words used by the ISCC/NBS which we used to create the textual descriptors of the color sets (C) used in this study</th>
</tr>
</thead>
<tbody>
<tr>
<td>-------</td>
</tr>
<tr>
<td>Red</td>
</tr>
<tr>
<td>Orange</td>
</tr>
<tr>
<td>Brown</td>
</tr>
<tr>
<td>Yellow</td>
</tr>
<tr>
<td>Green</td>
</tr>
<tr>
<td>Blue</td>
</tr>
<tr>
<td>Purple</td>
</tr>
<tr>
<td>Pink</td>
</tr>
<tr>
<td>Magenta</td>
</tr>
</tbody>
</table>

As shown in Fig.1, the data collected with this tool forms a similarity table, corresponding to a weighted similarity graph. The weights of similar colors are computed as follows:

\[
\begin{align*}
\omega_{i,j} &= \frac{\sum_p U_P(c_i, c_j)}{\sum_p \sum_{i,j} U_P(c_i, c_j)} \\
\end{align*}
\]

where \(U_P(c_i, c_j)\) identifies the number of times a user \(U_P\) has chosen a color \(c_j\) as similar to \(c_i\), where \(c_j, c_i \in C\).

In order to obtain a color similarity metric \(S(c_i, c_j)\) from the users' judgments we applied a users votes normalization and a color votes closure using a minimization path algorithm.

The first step consists of a normalization of the \(\omega_{i,j}\) users votes in order to guarantee the property \(S(c_i, c_j) = S(c_j, c_i)\) for each color pair \((c_i, c_j)\). The Algorithm 1 shows the normalization procedure.

### Algorithm 1 Users' votes normalization

**Require:** The users' judgments for each color

1. for all \((c_i, c_j) \in C \times C\) do
2. \(\omega_{i,j} = (\omega_{i,j} + \omega_{j,i}) / 2\)
3. end for

The second step consists of a closure of all the paths from a color \(c_i\) to each other colors \(c_j \in C\). In other words we want guarantee a distance between \(c_i\) and \(c_j\) also if there are no user judgments between different colors and that all the distances between \(c_i\) and \(c_j\) represent the minimum path in the graph showed in Fig 1. In order to obtain this constrain we used the Dijkstra algorithm \([11]\) as showed in the Algorithm 2.

### Algorithm 2 closure and minimum path

**Require:** The normalized users' judgments for each color

1. for all \(c_i \in C\) do
2. \(K = \text{Dijkstra}(c_i), K = \{(c_i, \hat{c}_{i,j}) | c_i, j \in C, \hat{c}_{i,j} \in \mathbb{R}\}\)
3. for all \((c_j, \hat{c}_{i,j}) \in K\) do
4. \(c_{i,j} = \hat{c}_{i,j}\)
5. end for
6. end for

In this way we have obtained a color similarity metric \(S : C \times C \Rightarrow \mathbb{R}\). With the previous steps we guarantee for each \(c_i, c_j, c_k \in C\) the following conditions:

- \(S(c_i, c_j) \geq 0\) (non-negativity)
- \(S(c_i, c_j) = 0\) if and only if \(c_i = c_j\)
- \(S(c_i, c_j) = S(c_j, c_i)\) (symmetry)
- \(S(c_i, c_j) \leq S(c_i, c_k) + S(c_k, c_j)\) (triangular inequality)

The advantages of using a metric estimated with the method described above are as follow: possibility of continual refinement and updating as new user contributions are collected, freedom from rigid mathematical color-space constrictions and, finally, results tending to more closely approach user expectations, as showed in Section IV.

A. Color Extraction

To extract the color information from the image, we used a quantization technique, but the colors which we want to extract must be a sufficient number and typology to describe the entire color space without losing too information during the quantization phase. This step allowing us to switch from the RGB color space, composed by 16 Million of colors \((2^{24})\) represented by 8 bit for each channel, to a space of 27 Main
Descriptive Color is $O(|C| \cdot p)$ where $|C|$ is the number of Descriptive Colors and $p$ is the number of pixels of interest in the image, the time complexity represents the time required to select the closest Descriptive Color using the Euclidean distance in the RGB space which is performed for each pixel of interest.

Each pixel was associated also with a Main Color $M$ and at this phase, we did not use the Euclidean distance but the similarity measure proposed before, and in order to associate a color in the RGB space to a Main Color, we have chosen a Neural Network approach. We used a Multi Layer Perceptron with Resilient Back-propagation [12] which takes in input the RGB and HLS channels of a Descriptive Color $C$ and returns, as output, the membership degree to each main color in $M$. The number of training patterns is $s \cdot |M|$, where $s$ represents the number of most similar Descriptive Colors for each Main Color. $s$ has been calculated by dividing the number of Descriptive Colors by the number of Main Colors and rounded down to obtain an equal distribution for the Main Color in the ISCC/NBS space. In this way we succeeded in training the neural network using the similarity metric proposed in this study.

In order to verify the quality of the results of our approach we have performed two types of experiments. In the first experiment we have quantized, using a nearest neighbor color algorithm, the color space representation plotting the Hue and the Saturation on a set of images whose Lightness has been changed from 50 to 250, as showed in Figure 3. In the second experiment we have compared different metrics using the Euclidean distance in the RGB, HLS, CieLab spaces and the MLP approach explained in this study and we have measured the results using different evaluation approaches as explained in Section IV.

III. COLOR INDEXING

The indexing approach we propose in this paper takes advantage of the Apache Solr-text indexing system. Once extracted the colors from the image, as explained in Section II-A, this information is converted in a text document containing the Main Colors $M$ and the Descriptive Colors $C$ as shown in Listing 1.

```xml
<?xml version="1.0"?>
<doc>
  <title>Offer title</title>
  <description>Description of the offer</description>
  <mainColors>Gray Gray Gray Gray Gray Gray Pink Light Blue Green</mainColors>
  <descriptiveColors>Light_Gray Light_Gray Light_Gray</descriptiveColors>
</doc>
```

A pixel of interest can represent any color in the RGB space, therefore the first step consists in the association of this pixel to a Descriptive Color $C$ and after that to a Main Color $M$. The time required to associate each pixel of an image to a
Listing 1. Example of a text document which describes a commercial offer of the dataset reported in Figure 2. It is possible to notice the fields related to the the Main Colors M and to the Descriptive Colors C.

The feature associated with each color image is composed of two fields that are generated in a different way. The first field concerns the Main Colors and set a fixed number of terms $t$, the text string is built according to the percentage of each Main Color extracted from the image. For example if 20% of Color1 and 80% of Color2 is extracted from an image with $t = 100$, we will repeat the textual labels identifying the Color1 and Color2, 20 times and 80 times respectively. The repetition of a color within the image according to its presence is needed in the retrieval phase in which Apache Solr makes a ranking depending on the term frequency of each words in the document. In this way is possible to sort the images according to the amount of the selected color which they contain.

As regards the Descriptive Colors, the textual feature generation is similar to that previously described with the only difference that for every Descriptive Color $d$ we add in the document even the first $(d_1, \ldots, d_n)$ similar colors a number of times equal to $r_i = S(d, d_j) * O_d$ where $O_d$ represents the percentage of occurrence in the document of $d$ and $S$ is the similarity function on the set of all colors $C$, $S : C \times C \rightarrow \mathbb{R}$ such that $S(c_i, c_j) = \{ r | r \in \mathbb{R}, 0 \leq r \leq 1 \}$. Where the multitude of colors extracted can best describe the image, but can not be used in a search using facets because introduce excessive noise to the query.

In the example showed in Figure 2, 53% of the pixels of interest have been associated with the color Light Gray and given $t = 100$ the number of word in the description field, the color in issue will be repeated 53 times. Fixing the number of similar colors to be considered to $n = 3$, in Table II the $n$ most similar colors are showed as follow: “Medium Gray”, “Light Brownish Gray” and “Light Purplish Gray” with a similarity value of 0.97, 0.95 and 0.84 respectively. So the color “Medium Gray” in according to the previous equation is repeated $0.53 * 0.97 * 10 = 5$ times, the “Light Brownish Gray” $0.53 * 0.95 * 10 = 5$ times and the “Light Purplish Gray” $0.53 * 0.84 * 10 = 4$ times.

Our indexing system can be queried in two different ways: using a query by facets or performing a query by example. In the first case is possible to search through all the images in the indexing engine which have among their Main Colors the selected Color Facet as showed in Figure 5. Furthermore, the result is ranked according to the term frequency within the documents that describe the image.

A query by example is performed using the information relating to the Descriptive Colors as contain a greater information and an example is reported in Figure 6. A typical feature, provided by the textual indexing engines, consists in the possibility of using a boosting factor used to weight the relevance of the terms which compose the query. Given a query image we use the descriptive colors boosted in according to their presence within the image. As an example given the following descriptive colors: 60% of c1, 30% of c2 and 10% of c3 they can be used to build the following query: “c1$^{0.6}$ OR c2$^{0.3}$ OR c3$^{0.1}$”, performed on the descriptive color field.
of each documents in the dataset.

IV. EXPERIMENTS

We conducted two types of experiments, the first to evaluate the color extraction and the second to evaluate the retrieval performance in the indexing phase.

In order to evaluate the quality of the colors extracted by our system, we used the color-texture dataset proposed in a previous work [4] in which each image is provided by an alpha mask that identifies the object of interest. To each image of this dataset, we associated a set of colors using a graphical user interface that allows a user to choose the colors of the object of interest from a predefined set of colors \( M \). In addition, for each color added by the user, is automatically estimated the percentage of the selected color within the image in order to have a measure of the distribution of colors.

In this way we collected a dataset of truth in which every image is associated with the colors of the object of interest with the value of occurrence of each color and the dataset is available at this page\(^5\) to facilitate the comparison with other methods.

We used a metric that takes into account the occurrences of the colors extracted to verify the correctness of the extraction phase regardless of the amount of colors found in the image, that we called "Coarse Metric". This metric simply counts the number of True Positive, False Positives, True Negative and False Negative for each Main color of each image in the extraction phase in order to evaluate the Precision, Recall, Overall Accuracy and F-measure reported in Table III. We also used a metric for the evaluation of the extracted colors which takes into account the correctness of the colors extracted and also the amount of color in relation to the quantity of labeled color, as explained in [13], that we called "Fine Metric". This metric takes in consideration the amount of color correctly extracted (True Positive), the amount of color incorrectly extracted (False Positive), the amount of color correctly not extracted (True Negative) and the amount of color incorrectly not extracted (False Negative) for each Main Colors. In Figure IV we report a graphical explanation of this evaluation system and the results of its application are reported in Table IV. The results show how the proposed method outperforms the standard method of color extraction based on the Euclidean distance on the RGB, HLS and CielAB space using both the Coarse Evaluation and the Fine Evaluation.

In addition, to fully evaluate the proposed method, we used additional metrics based on the comparison of color histograms showed in Table V. The Bhattacharyya measure [14], which is an index used in the Color domain to compare histograms, shows that the proposed method is closer to the truth. The Bhattacharyya measure indicates a measure of distance between two histograms, the higher the index more different are the histograms and it was computed as average of all the patterns in the dataset. Considering the color histogram as a probability distribution, we can use a correlation coefficient to analyze how the histogram of test is similar to the histogram of truth. At the same time also the Correlation value highlight the relationship between the proposed method and the truth, but the higher the index the greater the degree of correlation between the two distributions. The ChiSquare distance is computed by the sum of the square errors of each bins in the histogram and the Intersect distance measures the amount of area of the intersection between two histograms.

\(^5\)http://www.dicom.uninstitut.it/atteLab

Table II

<table>
<thead>
<tr>
<th>Descriptive Color</th>
<th>First Similar Color</th>
<th>Second Similar Color</th>
<th>Third Similar Color</th>
</tr>
</thead>
<tbody>
<tr>
<td>53% Light Gray</td>
<td>0.97 Medium Gray</td>
<td>0.95 Light Brownish Gray</td>
<td>0.84 Light Purplish Gray</td>
</tr>
<tr>
<td>5% Light Purple</td>
<td>0.98 Light Reddish Purple</td>
<td>0.92 Pale Violet</td>
<td>0.88 Medium Purple</td>
</tr>
<tr>
<td>2% Light Yellow</td>
<td>0.96 Pale Yellow</td>
<td>0.93 Brilliant Orange</td>
<td>0.88 Brilliant Yellow</td>
</tr>
<tr>
<td>3% Light Brown</td>
<td>0.97 Brownish Orange</td>
<td>0.91 Moderate Yellowish Brown</td>
<td>0.89 Grayish Yellow</td>
</tr>
<tr>
<td>10% Light Green</td>
<td>0.98 Moderate Yellow Green</td>
<td>0.95 Strong Yellowish Green</td>
<td>0.90 Moderate Blush Yellow</td>
</tr>
<tr>
<td>8% Moderate Blue</td>
<td>0.98 Strong Purplish Blue</td>
<td>0.96 Moderate Purplish Blue</td>
<td>0.89 Strong Greenish Blue</td>
</tr>
<tr>
<td>2% Vivid Orange</td>
<td>0.97 Strong Orange Yellow</td>
<td>0.95 Deep Orange Yellow</td>
<td>0.92 Vivid Orange Yellow</td>
</tr>
<tr>
<td>8% Vivid Pink</td>
<td>0.99 Deep Purplish Pink</td>
<td>0.96 Moderate Purplish Pink</td>
<td>0.91 Deep Pink</td>
</tr>
<tr>
<td>7% Vivid Purplish</td>
<td>0.98 Vivid Purplish Red</td>
<td>0.94 Deep Purplish Pink</td>
<td>0.90 Deep Reddish Purple</td>
</tr>
<tr>
<td>2% Vivid Yellow</td>
<td>0.99 Light Yellow</td>
<td>0.96 Vivid Orange Yellow</td>
<td>0.87 Strong Yellow</td>
</tr>
</tbody>
</table>

Table III

<table>
<thead>
<tr>
<th>Coarse Evaluation</th>
<th>RGB</th>
<th>HLS</th>
<th>CielAB</th>
<th>MLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.28</td>
<td>0.25</td>
<td>0.30</td>
<td>0.41</td>
</tr>
<tr>
<td>Recall</td>
<td>0.75</td>
<td>0.64</td>
<td>0.74</td>
<td>0.78</td>
</tr>
<tr>
<td>Overall Accuracy</td>
<td>0.78</td>
<td>0.77</td>
<td>0.79</td>
<td>0.85</td>
</tr>
<tr>
<td>F-measure</td>
<td>0.39</td>
<td>0.34</td>
<td>0.45</td>
<td>0.51</td>
</tr>
</tbody>
</table>


Since the computational time of the algorithm depends on the number of the computed pixels depending by the size of the image, we have investigated the way to reduce it, resizing the images but preserving the color information. All the tests were performed using a single thread C# code, on an Intel®Core™Duo processor T8100 @2.10GHz. We have thus reached a tradeoff between speed and quality of results, without losing color information, by resizing the images before the extraction phase, to 100 × 100 pixels. The average time required to extract both the Main Colors and the Descriptive Colors is 48ms for each image, obtaining the performance showed in Table III and Table IV. In such a way it is possible to use the proposed method in real-time applications.

From a qualitative point of view, the results in Figure 7, highlight the problems using a metric based on the Euclidean distance in the RGB, HLS and CieLAB space using a limited number of colors, as the set proposed in this study. In particular the quantization which adopts this method leads to the introduction of artifacts during the color extraction. We report an example of colors related with the mismatch showed in Figure 7. From the table it is possible to calculate all the Euclidean distance between the “Test Pixel” extracted from the gray skirt of the first picture in the Figure 7 and its most similar Main Colors.

### Table IV

<table>
<thead>
<tr>
<th>Fine Evaluation</th>
<th>RGB</th>
<th>HLS</th>
<th>CieLAB</th>
<th>MLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.44</td>
<td>0.31</td>
<td>0.44</td>
<td><strong>0.49</strong></td>
</tr>
<tr>
<td>Recall</td>
<td>0.48</td>
<td>0.36</td>
<td>0.48</td>
<td><strong>0.53</strong></td>
</tr>
<tr>
<td>Overall Accuracy</td>
<td>0.60</td>
<td>0.54</td>
<td>0.61</td>
<td><strong>0.64</strong></td>
</tr>
<tr>
<td>F-measure</td>
<td>0.46</td>
<td>0.33</td>
<td>0.46</td>
<td><strong>0.50</strong></td>
</tr>
</tbody>
</table>

### Table V

<table>
<thead>
<tr>
<th>RGB</th>
<th>HLS</th>
<th>CieLAB</th>
<th>MLP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bhattacharya</td>
<td>0.94</td>
<td>0.70</td>
<td><strong>0.54</strong></td>
</tr>
<tr>
<td>Correlation</td>
<td>0.60</td>
<td>0.35</td>
<td>0.53</td>
</tr>
<tr>
<td>ChisSquare</td>
<td><strong>0.53</strong></td>
<td>1.23</td>
<td>0.95</td>
</tr>
<tr>
<td>Intersect</td>
<td>0.44</td>
<td>0.31</td>
<td>0.44</td>
</tr>
<tr>
<td>Average time</td>
<td>50.74</td>
<td>46.03</td>
<td>58.77</td>
</tr>
</tbody>
</table>

### Table VI

<table>
<thead>
<tr>
<th>Test Pixel</th>
<th>Dark Gray</th>
<th>Medium Gray</th>
<th>Light Gray</th>
<th>Light Green</th>
</tr>
</thead>
<tbody>
<tr>
<td>R</td>
<td>154</td>
<td>130</td>
<td>185</td>
<td>147</td>
</tr>
<tr>
<td>G</td>
<td>155</td>
<td>132</td>
<td>184</td>
<td>197</td>
</tr>
<tr>
<td>B</td>
<td>147</td>
<td>119</td>
<td>181</td>
<td>146</td>
</tr>
</tbody>
</table>

The “Test Pixel” is a gray pixel extracted from the image showed in Figure 7, in particular from the skirt of the first image and we report the RGB values of the most similar main colors.

\[
E(TP, DG) = \sqrt{(154 - 85)^2 + (153 - 85)^2 + (147 - 85)^2} = 116.21
\]
\[
E(TP, MG) = \sqrt{(154 - 130)^2 + (153 - 132)^2 + (147 - 139)^2} = 43.46
\]
\[
E(TP, LG) = \sqrt{(154 - 187)^2 + (153 - 184)^2 + (147 - 181)^2} = 54.38
\]
\[
E(TP, LGc) = \sqrt{(154 - 147)^2 + (153 - 197)^2 + (147 - 146)^2} = 42.59
\]

As we can see from the previous calculations the most similar Main Color to the “Test Pixel” is the “Light Green” color, which is the closest color from a mathematical approach using a RGB Euclidean distance, but not from a human perception point of view. Using the proposed method it is possible to avoid this kind of artifacts as showed in Figure 7.

Once the documents have been indexed, to evaluate the ranked results of our indexing system, we used a well-know method in Information Retrieval called (nDCG) Normalized Discounted Cumulative Gain [15]. The nDCG is computed starting from the (DCG) Discounted Cumulative Gain:

\[
DCG_p = \sum_{i=1}^{p} \frac{2^{r_{cl_i}} - 1}{\log_2 (1 + i)}
\]

Where \( p \) is the rank position of a specific retrieved document, \( r_{cl_i} \) is the relevance value associated to a specific type of document (in our case \( r_{cl_i} \in \{0, 1\} \) such that \( r_{cl_i} = 0 \) is a not relevant document and \( r_{cl_i} = 1 \) is a relevant document).

The nDCG take also in consideration the (IDCG) Ideal Discounted Cumulative Gain computed on the truth corpus of documents:

\[
nDCG_p = \frac{DCG_p}{IDCG_p}
\]

The value of the nDCG represents the goodness of the ranking and in particular \( nDCG \in [0, 1] \) where a value of 1 represents the ideal ranking result.

We have performed two type of experiments reporting the results in Table VII choosing \( p = 50 \) the number of the first ranked documents to evaluate, which is a reasonable number which summarize the average number of elements usually returned by a search engine in the first page. In the first experiment (Query by Facet) we performed a query for each Main colors and the Ideal Ranking was built ordering the documents in according to the quantity of color information in the truth dataset. In the second experiment (Query by Example) for each document of the dataset we have performed
a query as explained in Section III. In this experiment the Ideal Ranking, for each example, was built using the distance between the truth color histograms of the dataset. The results in Table VII show the performance of our color indexing system.

Table VII

$\textit{nDCG}$ ON THE RANKED RESULT OF THE INDEXING SYSTEM PROPOSED.
IT REPRESENTS THE CORRECTNESS IN THE RETRIEVED RESULTS TAKING IN CONSIDERATION THE POSITION OF THE RETRIEVED DOCUMENTS. ITS VALUE LIES BETWEEN 0 AND 1 WHERE 1 REPRESENTS THE IDEAL RANKING RESULT.

<table>
<thead>
<tr>
<th></th>
<th>Normalized Discounted Cumulative Gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Query by Facet</td>
<td>0.82</td>
</tr>
<tr>
<td>Query by Example</td>
<td>0.93</td>
</tr>
</tbody>
</table>

V. CONCLUSION

In this study, we have addressed the problem of image indexing focusing on the color feature. We have presented an innovative solution based on a textual representation of the color feature, introducing a new similarity metric based on the human visual system.

The advantages in the use of a textual representation appear to be the easy integration of the color feature in a text indexing engine (Apache Solr has been used in this study) without the necessity of an auxiliary database for the integration of the information about the images. Which is one of the limiting factors in the integration of text and images in a single indexing engine. In this way it is possible to make queries based both on text within the document and color from the associated images, delegating the management of the ranking of the results to the indexing system.

The use of the similarity metric proposed and evaluated in this study made it possible to overcome the limitations imposed by the usual methods of similarity based on strict mathematical constraints of the RGB space or its linear transformations, as showed in Section IV. Experiments performed in this study show the advantages compared to other methods and leave the way open to the investigation in the field of image quantization taking advantage of this new metric.
The performance results of the indexing phase show the full usability and robustness of the proposed method. Although it was developed an online application to collect the largest possible number of user judgments, the results highlight a limitation of the data collected and the noise due to the fact that to get a more accurate metric, it is needed much more user judgments. Moreover, different types of user’s screen resolution, have made the collection of the judgments a very hard task.

### A. Future Works

The main purpose of image quantization consists in the reduction of the number of distinct colors of an image with the aim that the compressed image should be as visually similar as possible to the original image. For this reason in this study we open the way for investigation using the novel quantization method based on the metric explained in Chapter II.

There are several ways to perform a quantization: the nearest color algorithm which is used mainly for fixed palettes, the Median Cut algorithm [16] and the algorithms based on Octrees [17] which are slower but adaptive and considered the state of the art. The solution proposed in this study can be easily used in the first approach and the main advantage is that using the proposed metric is possible to reduce the number of distinct colors in the image while preserving visual similarity and at the same time keeping high speed performances. At the same time can also be used as a method of color distance for the other quantization approaches.

The types of images for which the quantization is of primary importance concerns the images downloaded from the web, whose short download times are an important (and often the primary) consideration. At the same time the result of quantization must be as similar as possible to the original image, in order to preserve the visual content of the image.

This study opens also the way for the generation of a more descriptive textual description starting from other visual features such as texture or shape in order to develop a more powerful textual indexing system able to manage both text and images.
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