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Abstract—Our objective in this paper is to propose an approach capable of clustering web messages. The clustering is carried out by assigning, with a certain probability, texts written by the same web user to the same cluster based on Stylometric features and using fuzzy clustering algorithms. Focus in the present work is on comparing the most popular algorithms in fuzzy clustering theory namely, Fuzzy C-means, Possibilistic C-means and Fuzzy Possibilistic C-Means.
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I. INTRODUCTION

The last two decades have witnessed an exponential growth of the Internet. This is mainly due to the great number of web applications available online and to the increasing number of their users. This has generated huge quantities of data related to the users’ interactions with websites. This valuable information is stored by servers in user access log files or in web sites pages. In this respect, a number of research studies using web mining techniques have been carried out to analyze the interests and the profiles of web users so as to identify and recommend appropriate services [7], [17], [18]. This identification, also termed “profiling” is applied in several areas such as criminology, e-commerce, education, etc. In criminology, for example, detecting terrorists and racist groups is of utmost importance. In [4] and [5], two approaches based on social networks and on the exploration of the web in general were proposed to identify terrorists and racist groups and to analyze their behavior and profiles.

Another computer profiling application concerns the identification of the personal interests of website users. A tool set that exploits neural networks and self-organizing maps (SOM) to identify customers’ Internet browsing patterns is described in [19]. For their parts, [18] identified the potential customers of an online bookstore through web content mining whereas [2] provided a methodology combining a fuzzy K-means algorithm and neural networks to study Chilean bank clients’ behavior.

As far as is education concerned, the possibility of tracking users’ behavior in e-learning environments creates new possibilities for system architects, pedagogical and instructional designers to create and deliver learning contents [3]. Examples of such studies are described in [1], [3] and [16].

Taking into account previous studies on profiling web users, it can be noticed that most of these works are based on analyzing access log files stored by servers and user’s transaction records. However, access to these files is not always possible in all sites and as such cannot be easily extracted. To make up for this problem, the identification of profiles is based on texts available in web forums, blogs or social networks. To identify a user profile, we have to extract web messages, analyze them and detect texts written by our specific profile.

In the present paper, focus is on presenting part of our work, which is to cluster web messages written by the same author into the same cluster.

The rest of the paper is structured as follows. Section II defines the problem. Section III presents the concept of authorship detection and details Stylometric features. Section IV introduces the concept of fuzzy logic and fuzzy clustering algorithms. In Section V, we present our method and experimental results. Finally, we conclude in Section VI and point out some future research lines.

II. RESEARCH QUESTIONS

Today, the internet has become the most useful platform for communicating and sharing ideas. Anyone can easily access the web and make comments, publish thoughts, ideas or express opinions. Generally, most Internet users are interested in a specific topic and usually voice the same opinion when moving from one page to another. The main objective of our research study is to propose an approach that can identify a specific profile based on its writings on the web. To detect a profile, we have to extract texts from the web, analyze the writing style and the vocabulary used. Based on studies conducted on authorship detection, we developed a tool capable of clustering web messages with a certain probability using fuzzy clustering algorithms. An attempt will be made to answer the following questions: Can we detect messages written by the same person? What kind of features that would allow us to distinguish a profile from another? Given the specific characteristics of web messages, can authorship identification techniques be applied to these messages? What types of features are effective for identifying the authors of online messages? What classification techniques are efficient for clustering web messages? Can specific vocabulary be used to identify a profile’s text? Finally, how could we specify a unique write print for each web user?
III. STYLOMETRIC FEATURES

Stylometry studies have shown that every individual can have a print related to his writing style. This is called "writeprint" [11]. The writing style of an individual is defined in terms of word usage, selection of special characters, composition of sentences and paragraphs, organizing sentences into paragraphs and paragraphs in documents [11]. Studies carried out on stylometry ([8], [11] and [20]) have defined types of features:

- **Lexical features** are used to learn about the special characters and words that an individual prefers to use. This is especially related to the frequency of different alphabets, the total number of uppercase letters, average number of characters per word, average number of characters per sentence.

- **Syntactic features**, also called style markers, are function words such as "good," "where," "as," "your" and punctuation marks.

- **Structural features** used to determine how an individual organizes the presentation and structure of texts (subsections, paragraphs, sentences ...)

- **Content-specific features** are used to characterize certain discussion forums by a few keywords or terms.

Some examples of these features are summarized in the following table (Table I).

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>STYLOMETRIC FEATURES</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Lexical Features</strong></td>
<td>Character Count</td>
</tr>
<tr>
<td><strong>Syntactic Features</strong></td>
<td>Short Words Count (1-3 Characters)</td>
</tr>
<tr>
<td><strong>Structural Features</strong></td>
<td>Paragraphs Count</td>
</tr>
<tr>
<td><strong>Content-Specific Features</strong></td>
<td>All the Words in the lexical field of thematic within a given text</td>
</tr>
</tbody>
</table>

Stylometric features are used to find the potential author of a text. To identify the authors of posts in the web, [20] presented a framework by using the four abovementioned features. Experience has shown that this framework detects anonymous authors of Web messages with a probability of 70-90% and the SVM classifier gives better results than neural networks or decision trees. Reference [10] describes another approach to analyze emails, extract the writing style, and track text messages written by criminals. Similarly, [8] presented an approach for detecting the authors of messages using the SVM algorithm. Reference [14] proposed a methodology to detect blogs’ authors based on the features of texts and the LIWC software that introduces the concept of feelings from the authors’ vocabulary. Another proposal was made in [15] to identify potential authors of instant web messages using three classifiers implemented in WEKA (J48, IBk, and Naive Bayes).

In our previous work [9], we demonstrated that Stylometric features are able to detect web messages written by the same person. Due to the specificity of web messages, Stylometric features tested in [9] are specific to web messages. The clustering algorithms used are C-means and Expectation Maximization (EM). Experience shows that both approaches can classify texts written by the same person in the same cluster with a high accuracy. However, we noted that this kind of classification named “hard clustering” is not really the best solution to classify authors’ messages. Each text actually belongs to one and only cluster and this methodology does not allow us to explain why some texts are not correctly classified. In this context, we thought to use a fuzzy clustering approach that will assign texts to clusters with a certain probability.

Unfortunately, no studies about authorship detection using the fuzzy clustering theory are available in the literature.

IV. FUZZY CLUSTERING ALGORITHM

Cluster analysis is the formal study of algorithms and methods for grouping data. It is also a tool for exploring data structure. Therefore, it may reveal relations and structure in data. Cluster analysis has been used in a variety of disciplines such as pattern recognition, image processing, information retrieval, marketing and many more [13].

Most traditional cluster analysis algorithm is crisp partitioning which means each pattern belongs to one and only cluster. However, most objects have ambiguous attributes and thus method for soft partitioning is required [13].

Fuzzy Set theory was originally proposed by Lotfi A Zadeh [20]. It differs from classical notion of set in that it provides the gradual assessment of the membership function, which is ranged within the interval [0,1]. This function represents the degree of the statement in a fuzzy way [19]. Fuzzy Logic is used in problems where the results can be approximate rather than exact.

A. Fuzzy C-Means (FCM)

The FCM algorithm assigns membership values which are inversely related to the relative distance of a point to the prototypes (cluster centers in the FCM model) [6]. In FCM, the closeness of each data \( x_i \) to the center a cluster \( v_k \) is defined as the membership \( u_{ik} \) of \( x_i \) to the i cluster of \( X \)
minimizing the following objective function:

\[ J_m(U,V) = \sum_{i=1}^{N} \sum_{k=1}^{c} \mu_{ik}^{m} ||x_k - v_i||^2 \]  

(1)

where \( X \) is a given set of unlabeled \( N \) data; \( V_i \) are the cluster centers and \( m \) is a weighting exponent which determines the fuzziness of the resulting clusters, \( U = [\mu_{ik}] \) matrix \( c \times n \), where \( \mu_{ik} \) is membership of \( x_k \) to the \( i \) cluster \( \sum \mu_{ik} = 1 \), \( k = 1, 2, ..., n \).

The cluster centers and the memberships are computed as follow:

\[ V_i = \frac{\sum_{k=1}^{n} \mu_{ik}^{m} x_k}{\sum_{k=1}^{n} \mu_{ik}^{m}} \]  

(2)

\[ u_{ik} = \frac{1}{\sum_{j=1}^{c} ||x_k - v_j||^2} ||x_k - v_i||^{2/(m-1)} \]  

(3)

B. Possibilistic C-Means (PCM)

The PCM algorithm considers the clustering problem from the viewpoint of possibility theory [6]. The approach adopted in PCM differs from the FCM algorithm because the resulting membership values can be interpreted as degrees of possibility (or compatibility) of the points belonging to the classes. The PCM algorithm simultaneously produces both membership and typicality values. Outliers have low typicality values and automatically eliminated by the algorithm. The objective function for PCM is:

\[ P_m(T,V;X,Y) = \sum_{i=1}^{N} \sum_{k=1}^{c} t_{ik}^{m} d_{ik}^2 + \sum_{i=1}^{N} \sum_{k=1}^{c} (1 - t_{ik}) c_{ik} \]  

(4)

where \( t_{ik} \) is the typicality of \( x_k \) to the cluster \( i \), \( v_i \), \( T \) is the typicality matrix, defined as \( T = [t_{ik}] \), \( d_{ik} \) is a distance measure between \( x_k \) and \( v_i \), and \( y_i \) denotes a user-defined constant, \( y_i > 0 \) and \( 1 < i < c \). By using an approximate optimization (AO) of \( P_m \), PCM-AO algorithm, additional conditions are necessary for (1), \( 1 \leq i \leq c \), \( 1 \leq k \leq n \), as:

\[ t_{ik} = \frac{1}{\left(1 + d_{ik}^2 \right)^{1/m-1}}, \forall i,k \]  

(5)

\[ v_i = \frac{\sum_{k=1}^{c} t_{ik}^{m/k} d_{ik}^2}{\sum_{k=1}^{c} t_{ik}^{m/k}}, \forall i \]  

(6)

PCM algorithm solves (4) with (6) and adds the next condition on \( y_i \):

\[ y_i = K \frac{\sum_{k=1}^{c} u_{ik}^{m} d_{ik}^2}{\sum_{k=1}^{c} u_{ik}^{m}}, \, K > 0 \]  

(7)

where \( u_{ik} \) are membership values obtained in FCM and \( K = 1 \) is mostly used.

C. Fuzzy Possibilistic C-Means (FPCM)

Using the same notation as in FCM, \( \mu_{ik} \) is the membership values of the data point \( x_k \) in cluster \( i \), while \( t_{ik} \) is the typicality value of \( x_k \) in cluster \( i \). The objective of FPCM model is to find the partition of \( X \) into \( c \) fuzzy subset by minimizing the equation as follow [14]:

\[ J_{m,n}(U,T,V) = \sum_{i=1}^{N} \sum_{k=1}^{c} \left( \mu_{ik}^{m} + t_{ik} \right)||x_k - v_i||^2 \]  

(8)

where subject to the constraints \( m > 1, \eta > 1, 0 < u_{ik}, t_{ik} < 1, \sum \mu_{ik} = 1 \) and \( \sum t_{ik} = 1 \) where \( m \) and \( \eta \) are both weighting exponents.

Under the constraints above and conditions established on c-means optimization problems, we will have the first order necessary conditions for extreme of \( J_{m,n}(U,T,V) \) in terms of Lagrange multiplier theorem as follows.

\[ t_{ik} = \frac{1}{\sum_{j=1}^{N} \left( u_{ik}^{m} + t_{ik} \right)}, \forall i,k \]  

(9)

\[ v_i = \frac{\sum_{k=1}^{c} \left( u_{ik}^{m} + t_{ik} \right) x_k}{\sum_{k=1}^{c} \left( u_{ik}^{m} + t_{ik} \right) s_k}, \forall i,k \]  

(10)

where \( d_{ik} \) is the distance of the data point \( x_k \) to the prototype \( v_i \), computed as:

\[ d_{ik} = ||x_k - v_i|| = (x_k - v_i)^T A (x_k - v_i) \]  

(11)

where \( A \) is symmetric positive definite matrix. When \( A \) is identity matrix, \( d_{ik} \) represents Euclidean distance which represents the similarity between data points and cluster center.

V. OUR METHOD USING FUZZY CLUSTERING ALGORITHM AND EXPERIMENTAL RESULTS

As a part of our work, we have to bring together texts written by the same author in the same cluster. We have \( N \) messages written by \( M \) authors extracted from the Web. What is then needed is to develop a tool that identifies the \( M \) clusters grouping with a certain probability texts written by the same person.

As Fig. 1 clearly shows, the proposed method goes through four phases. In the first phase, web messages are extracted from the Web. In the second stage, Stylometric features are computed. In the third phase, all web messages are converted into vectors containing Stylometric features. Finally, in the fourth stage, the fuzzy clustering algorithm is made use of to detect the clusters and calculate the membership function.
Based on the studies effected on the stylometry domain and authorship detection ([8], [10]-[12], [20]), we developed an experimental prototype using JAVA language by taking as input different web messages and by calculating different Stylometric features. In other words, every text is converted into a vector whose components are the calculated Stylometric features. As an output we have a file .txt which contains N vectors (N is the number of messages). Note that the features used are specific to web messages and are those tested in [9].

The approaches used to cluster web messages are the fuzzy clustering algorithms listed in Section IV (FCM, PCM and FPCM). Every algorithm has as input the file containing the Stylometric features generated by our tool. These algorithms were implemented using MATLAB software program.

To validate our experimental results, we used both Recall and Precision parameters as in [9]. Both parameters calculate the harmonic average (denoted F-measure), which demonstrate our system’s performance.

### TABLE II

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>SYSTEM PERFORMANCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>P (i, j)</td>
<td>number of author’s i texts in cluster j / number of author’s i texts</td>
</tr>
<tr>
<td>R (i, j)</td>
<td>number of author’s i texts in cluster j / number of texts in cluster j</td>
</tr>
<tr>
<td>F (i, j)</td>
<td>(2 * P (i, j) * R (i, j)) / (P (i, j) + R (i, j))</td>
</tr>
</tbody>
</table>

As an experiment, we considered a set of 30 web messages extracted from some websites (3 authors, 10 messages for each author). We generated the vectors (Stylometric features) using the proposed tool and then applied the fuzzy C-means (FCM) to these vectors. As a result, the three clusters generated by the algorithm can be clearly displayed. In Fig. 2 below, we can obviously see the texts assigned to each cluster together with their membership function (between 0 and 1).

The different membership function is calculated as follows in Fig. 3.

For example, message E1 (message 1 written by author E) is assigned to cluster C1 with a probability of 0.0676, to cluster C2 with a probability of 0.0061 and to cluster C3 with a probability of 0.9263. It seems quite logical that message E1 will be assigned to cluster C3 and so will be messages E2 and E3 that are written by the same person. Note that in this case, the F-measure is equal to 0.87.

The Possibilistic C-means (PCM) applied to the same set of texts yields the following results in Figs. 4 and 5. In this case, the F-measure is equal to 0.8.

As an experiment, we considered a set of 30 web messages extracted from some websites (3 authors, 10 messages for each author). We generated the vectors (Stylometric features) using the proposed tool and then applied the fuzzy C-means (FCM) to these vectors. As a result, the three clusters generated by the algorithm can be clearly displayed. In Fig. 2 below, we can obviously see the texts assigned to each cluster together with their membership function (between 0 and 1).
The obtained results for a set of 30 messages (3 authors) are as follows in Fig. 8.

<table>
<thead>
<tr>
<th>E1</th>
<th>E2</th>
<th>E3</th>
<th>K1</th>
<th>K2</th>
<th>K3</th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>0.0789</td>
<td>0.8887</td>
<td>0.4234</td>
<td>0.9793</td>
<td>0.9587</td>
<td>0.6554</td>
<td>0.3126</td>
<td>0.0087</td>
</tr>
<tr>
<td>C2</td>
<td>0.0059</td>
<td>0.0156</td>
<td>0.0212</td>
<td>0.0004</td>
<td>0.0052</td>
<td>0.2226</td>
<td>0.0163</td>
<td>0.9672</td>
</tr>
<tr>
<td>C3</td>
<td>0.0232</td>
<td>0.0556</td>
<td>0.5554</td>
<td>0.0167</td>
<td>0.0051</td>
<td>0.121</td>
<td>0.0711</td>
<td>0.004</td>
</tr>
</tbody>
</table>

Fig. 8 F-measure calculated for each algorithm

As Fig. 8 clearly shows the value of F-measure spans from 0.8 to 0.87. These values prove that that the results are good for the first experiment.

To evaluate the performance of this system, we generated other sets of web messages and carried out some other experiments by varying the number of authors or the number of messages per author.

<table>
<thead>
<tr>
<th>FCM</th>
<th>PCM</th>
<th>FPCM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.87</td>
<td>0.8</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Fig. 9 F-measure - 3 authors

<table>
<thead>
<tr>
<th>FCM</th>
<th>PCM</th>
<th>FPCM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8</td>
<td>0.75</td>
<td>0.7</td>
</tr>
<tr>
<td>0.8</td>
<td>0.75</td>
<td>0.78</td>
</tr>
<tr>
<td>0.8</td>
<td>0.8</td>
<td>0.85</td>
</tr>
</tbody>
</table>

Fig. 10 F-measure - 4 authors

<table>
<thead>
<tr>
<th>FCM</th>
<th>PCM</th>
<th>FPCM</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.8</td>
<td>0.85</td>
<td>0.83</td>
</tr>
<tr>
<td>0.8</td>
<td>0.85</td>
<td>0.87</td>
</tr>
<tr>
<td>0.8</td>
<td>0.85</td>
<td>0.88</td>
</tr>
</tbody>
</table>

Fig. 11 F-measure - 5 authors

The results of these experiments demonstrate that the three algorithms give a high value for F-measure. As is clearly seen, the highest value is obtained by FCM and FPCM in cases in which the number of messages is 30 per author. We can also conclude that F-measure rises when the number of texts per author increases.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have presented an approach to cluster web messages based on fuzzy clustering algorithms. Results have proven that these algorithms seem to be a good way to collect messages written by the same person and group them into clusters with a certain probability; in our future work, an attempt will be made to find other tools and use them in combination with this first classification so as to define the unique write print for each user, and, hence, identify profiles.
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