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Abstract—This paper presents two solutions to the Fermat’s Last Theorem (FLT). The first one using some algebraic basis related to the Pythagorean theorem, expression of equations, an analysis of their behavior, when compared with power $n = 2$ and power $n > 2$ and using ”the “Well Ordering Principle” of natural numbers it is demonstrated that in Fermat equation $x \notin \mathbb{Z}^+ - \{0\}$. The second one solution is using the connection between $p!$ and $p$power through the Pascal’s triangle or Newton’s binomial coefficients, where de Fermat equation do not fulfill the first coefficient, then it is impossible that:

$$z^n = x^n + y^n\text{for} n > 2 \text{ and } (x, y, z) \in \mathbb{Z}^+ - \{0\}.$$
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I. INTRODUCTION

This document serves the matter with regard to Pierre de Fermat: Would be certain his claim that he had a “wonderful demonstration” of Fermat’s Last Theorem in 1637? [3]:

“Cubum autem in duos cubos, aut quadrato quadratum in duos quadrata quadratos, et generaliter nullam in infinitum ultra quadratum potestatem in duos eiusdem nominis fas est dividere cuius rei demonstrationem mirabilem sane detexi. Hanc marginis exiguitas non caperet.” Pierre de Fermat [3]

“It is impossible to decompose a cube into two cubes, a biquadratic in two biquadrates, and in general any power other than the square, two powers of the exponent. I found a really wonderful demonstration, but the margin of the book is too small to put it.” Pierre de Fermat [3]

Wiles (1995) demonstration uses elliptic curves, schemes of groups, Hecks’ Algebra, Iwasawa theory, Von Neumann-Bernays-Gödel’ theory, Zermelo-Fraenkel’ theory and others complex mathematical tools, all developed many years after Fermat’s lived [7]. This document shows a short, simple demonstration using procedures known in the 17th century.

II. FERMAT’S LAST THEOREM

Fermat’s last theorem or Fermat-Wiles’s theorem is one of the most famous theorems in the history of mathematics [3] and [6]. The search for a demonstration spurred the development of algebraic number theory in the nineteenth century and the proof of the theorem of modularity in the twentieth century. Using modern notation, Fermat’s last theorem can be stated as follows:

If $n$ is an integer greater than 2, then you cannot find three natural numbers $x$, $y$ and $z$ such equality is met $(x, y) > 0$ in:

$$x^n + y^n = z^n$$

Pierre de Fermat (1667), showed the case of $n=4$, using the infinite descent technique [5]; Leonard Euler (1735), demonstrated the $n=3$ case confirmed in 1770 [8]. Later Germain stated that if $p$ and $2p+1$ are both primes, then the expression for the power Fermat conjecture $p$ meant that one of the $x$, $y$ or $z$ would be divisible by $p$ [8]. Germain tested for number $n<100$ and Legendre, extended their methods for $n<197$ [8]. In 1825, Dirichlet and Legendre, extended the case of $n=3$ to $n=5$. More recently, Lame (1839), proved the case of $n=7$ [8].

A. The Graph of Fermat’s Equation

Fig. 1 shows a representation of Fermat’s equation, built dividing the equation by $z^n$, transforming:

$$x^n + y^n = z^n$$

To the equation:

$$\xi^n + \beta^n = \lambda,$$

where:

$$\xi = \frac{x}{z} \text{ and } \beta = \frac{y}{z}$$

Three equations can be extracted from this graph:

1. The equation of the straight line $\xi + \beta = 1$, for $n = 1$
2. The equation of the circle $\xi^2 + \beta^2 = 1$, for $n = 2$
3. Fermat’s Last Equation in the form $\xi^n + \beta^n = 1$, for $n > 2$

III. PYTHAGOREAN TRIPLETS

A primitive Pythagorean is composed of three integers $(x, y,
z) such that $x^2 + y^2 = z^2$. Although the Babylonians knew how to generate such triads in certain cases, the Pythagoreans extended the study of the topic finding results as: "any odd integer is a member of a primitive Pythagorean triple" [3]. However, the complete solution to this problem was not obtained until the 13th century when Fibonacci found a way to generate all possible Pythagorean triples [2].

There are different ways for generating primitive Pythagorean triples [1], [2] and [4], but we show another way of finding Pythagorean triples $(x, y, z)$ below.

Applied to right triangles of sides and hypotenuse whole, Pythagorean theorem establishes that the following equation:

$$x^2 + y^2 = z^2$$  \hspace{1cm} (1)

It is satisfied by natural numbers $(x, y, z) > 0$.

In (1), one of the two variables $(x$ or $y)$ must be larger than the other and they cannot be the same, because when they are the same would be $x^2 = 2x^2 = 2y^2$ and $z$ would not be a natural number, (the square root of two is an irrational number with an infinite mantissa, which continues to be irrational by multiplying it by a natural number).

Assuming that $(x < y)$ then $z$ must be greater than $y$ $(z > y)$ to make equation (1) solution, i.e., $z > y > x$, and therefore, we can write:

$$z = y + m \Rightarrow m \in \mathbb{Z}^+ - \{0\}$$  \hspace{1cm} (2)

where $x > m > 0$. If $m$ equal to or greater than $x$, Equation (1), would have not solution with (2).

Fig. 2 shows a graphical representation of this equation.

![Graphic representation of (2)](image)

**Theorem 1:**

In (1) and (2) $m < x$

Proof:

1. $z > y > x, \quad z = y + m \Rightarrow x^2 + y^2 = (y + m)^2 = z^2; \quad (x, y, m) \in \mathbb{Z}^+ - \{0\}$
2. Suppose $m \geq x > 0 \Rightarrow m = x + u, \quad u \geq 0$
3. $x^2 = 2ym + m^2$\hspace{1cm}According to 1.

4. $x^2 = 2y(x+u) + (x+u)^2$\hspace{0.5cm}substituting into 3., $m$ for $x + u$ \hspace{1cm}According to 3.

5. $x^2 = 2yx + 2yu + x^2 + 2xu + u^2$\hspace{0.5cm}According to 4.

6. $0 = 2yx + 2yu + 2xu + u^2$\hspace{0.5cm}According to 5.

7. $2yx = -2yu - 2xu - u^2$ and this is an absurd (a positive number cannot be equal to a negative or 0 when $u \geq 0$).

8. Therefore, assumption 2 is incorrect.

9. Therefore: $m < x$.\hspace{1cm}According to 7.

Q.E.D.$^1$

In (2) according to the Good Ordering Principle, $m$ must contain a minimum element within the natural numbers and to be of first grade it must be met for all $m > 0$, being their lowest element number 1. Additionally with $m > 0$, it is possible to find all Pythagorean triples, because $z$ would be among the natural numbers, other values of $m \in \mathbb{Z}^+ - \{0\}$, would also give $z \in \mathbb{Z}^+ - \{0\}$.

Replacing (2) in (1) would be:

$$x^2 + y^2 = (y + m)^2 = y^2 + 2ym + m^2$$

$$\frac{(x^2 - m^2)(2m)}{2m} = y$$  \hspace{1cm} (3)

Primitive Pythagorean triples of $x, y$ and $z$ with odd $x$, are found, replacing $m=1$ in (2) and (3), leaving:

$$z = y + 1$$  \hspace{1cm} (4)

$$\frac{x^2 - 1}{2} = y$$  \hspace{1cm} (5)

Primitive Pythagorean triples of $x, y$ and $z$ with even $x$, are found, replacing $m=2$ in (2) and (3), leaving:

$$z = y + 2$$  \hspace{1cm} (6)

$$\frac{x^2 - 4}{4} = y$$  \hspace{1cm} (7)

Equations (4)-(7) let us find primitive Pythagorean triples $a, b$ and $c$, where $a, b$ and $c$ values correspond to the values found for $x, y$ and $z$, respectively, with these equations and $(a, b, c) \in \mathbb{Z}^+$. Larger bases $x, y$ and $z$ as Pythagorean triples are calculated using (8), with $k > 1, k \in \mathbb{Z}^+$ and $a, b$ and $c$ are primitive Pythagorean triples. With odd $a$, $m = k$ and with even $a, m = 2k$.

$$(ak)^2 + (bk)^2 = (ck)^2 = z^2$$  \hspace{1cm} (8)

Tables I and II, shows examples of the above:

$^1$From latin: *Quod erat demonstrandum*
This method is simple but very valuable. For example with \( x = 24 \), there are only four solutions of \( x < y \) with natural numbers so that \( z \) is a natural number and \( y=143, 70, 45, 32 \), and \( z=145, 74, 51, 40 \), respectively, all values obtained with (4)-(8), (see numbers highlighted in black in Table II), solutions with \( m=2, 4, 6, 8 \) all dividers of 24. Values \( x > y \) and \( z \) as natural numbers are equivalent and give the same \( z \), just as if it had been \( z^2 = x^2 + y^2 \) where \( x > y \). For example \( x=24, y=18 \), \( z=30 \) is equivalent to \( x=24, y=18, z=30 \) but they have not been taken as solutions because \( x > y \). \( (x < y \) has been always considered). Although \( m=12 \) is a divisor of 24 and solves \( x=24, y=18, z=30 \) it also corresponds to a similar Pythagorean triple of \( x=18, y=24 \) and \( z=30 \) with \( m=6 \).

There are other primitive Pythagorean triples (shown in [1], [2] and [4]) which can also be obtained with \( m \geq 3 \) or with following equations:

\[
x^2 + y^2 = z^2 \Rightarrow x = u^2 - v^2, \quad y = 2uv, \quad z = u^2 + v^2,
\]

(9)

where \( u \) and \( v \) are prime numbers together, one of them is even and the other odd.

Example with \( m=8 \) from (9):

\[
x = 20, \quad y = 21, \quad z = y + m = 29 \quad \Rightarrow \quad z = u^2 + v^2 = 5^2 + 2^2 = 29 = y + m = 21 + 8
\]

Table III gives some examples:

For cases where \( u \) and \( v \) are primes and both are odd, primitive Pythagorean triples can be obtained using the following equations:

\[
x^2 + y^2 = z^2 \Rightarrow x = uv, \quad y = \frac{1}{2}(u^2 - v^2), \quad z = \frac{1}{2}(u^2 + v^2), \quad (for \ these \ equations \ m = v^2)
\]

(10)

For all numbers \( x, y \) that are not within Pythagorean triples, \( z \) is irrational with infinite mantissa. Its calculation comes from a root of 2, \( \sqrt{2} = \frac{1}{2}\sqrt{2x^2 + y^2} \), that means \( m \) from (2) is irrational with an infinite mantissa \((x, y) > 0 \) and natural numbers. Therefore:

\[
z (irrational \ with \ infinite \ mantissa) = y (natural \ number) + m
\]

(the mantissa must be also infinite).

Another important analysis is that \( \xi \) and \( \beta \) remain constant both for primitive Pythagorean triples, as its projection in the
larger Pythagorean triples:

\[
\begin{align*}
\zeta &= x/z = (xk)/(zk) = ak/c\\
\beta &= y/z = (yk)/(zk) = bk/c
\end{align*}
\]

The importance of (2) and (3) is that any primitive Pythagorean triple can be found easily. By using the Good Ordering Principle of natural numbers, the minimum elements of (2) and (3) inside the set of natural numbers would be: \(x = 3, y = 4, z = 5\) and \(m = 1\). Additionally with (2) and (3) can be formed any right triangle sides \(x = \sqrt{a}\) where \(a \geq 3\) and odd number, \(y \geq 1\) and \(z \geq 2\) where \((x^2, y, z, m = 1) \in \mathbb{Z}^+ - \{0\}\) and \(x \in \mathbb{Z}^+ - \{0\}\). The resulting equation has the same form of (1), i.e. \(z^2 = x^2 + y^2\), but here \(z > x > y\) and \(z = y + m = y + 1\). This is important, because it helps showing that Fermat’s Last Theorem is true in a simple way.

IV. SOLUTION FOR FERMAT’S LAST THEOREM

A. First Solution

A solution using \(z = y + q\) to solve \(z^n = x^n + y^n\), for \(n > 2\), similar to the procedure followed to find primitive Pythagorean triples, in the previous chapter, demonstrating that \(z \in \mathbb{Z}^+ - \{0\}\) is as follows:

**Theorem 2**

*In equation \(x^n + y^n = z_n^n\) is always true that: \((z_n\ for n = 2) \Rightarrow (z_{n+1},\ for n > 2) \Rightarrow z_{n+2} \in \mathbb{Z}^+ - \{0\})*

**Proof:**

1. \(x^n + y^n = z_n^n\) for \(n > 1\)
2. Let’s \(z_{n+1}\) the solution of \(z_{n+1}^2 = x^n + y^n\) for \(n = 2\) and \(z_n\) the solution of \(z_n^n = x^n + y^n\) \(n > 2\) and assuming that \(z_{n+1}\) is solution of \(z_{n+1}^n \Rightarrow (x^n, y^n) \in \mathbb{Z}^+ - \{0\}\)
3. \(z_{n+1} \in \mathbb{Z}^+ - \{0\}\)
4. \(z_{n+1}^2 = x^n + y^n\) = \(z_{n+1}^n\) \(\Rightarrow (x^n, y^n) \in \mathbb{Z}^+ - \{0\}\)
5. \(z_{n+1}^2 = x^n + y^n\) \(\Rightarrow z_{n+1}^{n+1}\) \(\Rightarrow (x^n, y^n) \in \mathbb{Z}^+ - \{0\}\)
6. \(x^n + y^n = (z_{n+1}^2 + y^n) z_{n+2}^{n-2} \Rightarrow (x^n, y^n) \in \mathbb{Z}^+ - \{0\}\)
7. \(x^n + y^n = (z_{n+2}^{n-2} + y^n) z_{n+2}^{n-2} \Rightarrow (x^n, y^n) \in \mathbb{Z}^+ - \{0\}\)
8. \(x^n + y^n = (z_{n+2}^{n-2} + y^n) z_{n+2}^{n-2} \Rightarrow (x^n, y^n) \in \mathbb{Z}^+ - \{0\}\)
9. \(z_{n+2}^{n-2} < z_{n+2}^{n-2} \Rightarrow (x^n, y^n) \in \mathbb{Z}^+ - \{0\}\)
10. \(x^n < y^n\) \(\Rightarrow (x^n, y^n) \in \mathbb{Z}^+ - \{0\}\)

Q.E.D.

**Corollary one:** In the equation:

\[
\begin{align*}
z_n^n = x^n + y^n\ for \ n \geq 1
\end{align*}
\]

always: \(z_{n+1} > z_{n+2} > z_{n+3} > z_{n+4} > z_{n+5} \ldots \)

\((z_{n+1}, z_{n+2}) \in \mathbb{Z}^+ - \{0\}\)

**Corollary two:** The theorem 2 also applies to equations \(z^n = x^n + y^n\) where \((x^2, y^n, z^n) \in \mathbb{Z}^+ - \{0\}\) and \((x \neq y\) or both) \(\not\in \mathbb{Z}^+ - \{0\}\), because \(x^{n-2} < z_{n+2}^{n-2} < y^{n-2}\).

**Theorem 3**

\[
z^n = x^n + y^n \Rightarrow x, y > 0 \ and \ coprimes, n > 2, (x, y, n) \in \mathbb{Z}^+ - \{0\}.
\]

**Proof:**

1. Assuming that equation \(z^n = x^n + y^n\) has integer solutions, \(\forall n > 2, (x, y, z) \in \mathbb{Z}^+ - \{0\}\) and \((x, y)\) are coprimes.
2. Assuming one of the variables \((x > y)\ or \ (y > x)\) is smaller than the other \((x < y)\). It can not be the same because it leads to \(z = \sqrt{n}x\) \(\Rightarrow z = \sqrt{n} - \{0\}\).
3. Then \(x < y < z\) \(\Rightarrow \) \(\Rightarrow \) \(\Rightarrow \) \(\Rightarrow \) \(\Rightarrow \) \(\Rightarrow \) According to 1 and 2.
4. If \(z\) has integer solutions we can do:

\[
z = y + q, \ where \ q \ must \ be \ an \ integer \ number, \ but \ q < m
\]

(\text{theorem 2)}

\[
z^n = x^n + y^n = (y + q)^n = y^n + p_1 + q^n
\]

\[
p_1 = \sum_{k=1}^{n-1} \binom{n}{k} y^{n-k} q^k \Rightarrow 1 \leq k \leq n - 1
\]

and \(\binom{n}{k} = \frac{n!}{k!(n-k)!}\)

From (11) it is clear that \(q < x\) and we are assuming \(q\) is integer number.

5. From 3:

\[
y = x + s \Rightarrow s \in \mathbb{Z}^+ - \{0\}
\]

\[
y^n = (x + s)^n = x^n + p_2 + s^n
\]

\[
p_2 = \sum_{k=1}^{n-1} \binom{n}{k} x^{n-k} s^k \Rightarrow 1 \leq k \leq n - 1
\]

and \(\binom{n}{k} = \frac{n!}{k!(n-k)!}\)

\[
y^n - x^n = p_2 + s^n
\]

6. Looking (11) and (12), both have the same form because in (11) it has assumed that \(q\) is integer (only differ is in the name of variables), that means if \(p_1 + q^n = x^n\) then:

\[
p_2 + s^n = t^n = y^n - x^n
\]

\[
y^n = x^n + t^n
\]

(13)

7. Equation (13) has the same form of the Fermat’s equation \(z^n = y^n + x^n\) but with even lower values \((y < z)\) which leaves us in the path of the infinite descent, (if there is a minimum integer, then with (13), would be another minor integer, which contradicts the well-ordering principle of the natural numbers, therefore \(z \not\in \mathbb{Z}^+ - \{0\}\) and also \(t \not\in \mathbb{Z}^+ - \{0\}\).

8. Applying Theorem 2 and the well-ordering principle of the natural numbers:

Starting with the original equation (Fig. 3):

\[
z^n = x^n + y^n \Rightarrow (x < y) \in \mathbb{Z}^+ - \{0\} n > 2
\]

\[
\Rightarrow x^n + y^n
\]

\(\Rightarrow x^n + y^n\)

(13)
\[ z_2 > z_0 \quad \text{(theorem 2)} \]
\[ z_n^2 = x_1^2 + y_1^2 \Rightarrow z_n = y + q \]
\[ (x_1^2, y_1^2) \text{ must be inside of } \mathbb{Z}^+ - \{0\} \text{ if not } z_n \notin \mathbb{Z}^+ - \{0\} \]
\[ z_n = z_n \Rightarrow z_n = (x_1^2 + y_1^2)z_n = x^2 + y^2 \]

By the well-ordering principle of the natural numbers, \( z_n \) must have a minimum integral solution, then it is necessary to look the minimum solution inside of:

\[ z_n^2 = x_1^2 + y_1^2 \]

There are four cases:

a. \((x_1, y_1) \in \mathbb{Z}^+ - \{0\} \text{ but } (x_1^2, y_1^2) \in \mathbb{Z}^+ - \{0\}\)
The minimum solution for \( x_1 < y_1 \) is:

\[ x_1 = \sqrt{2}\text{ and } y_1 = 3, \text{ then } z_n = 5, \text{ but } z_n \notin \mathbb{Z}^+ - \{0\} \]

b. \((x_1, y_1) \in \mathbb{Z}^+ - \{0\} \text{ but } (x_1^2, y_1^2) \in \mathbb{Z}^+ - \{0\}\)
The minimum solution for \( x_1 < y_1 \) is:

\[ x_1 = \sqrt{2}\text{ and } y_1 = 3, \text{ then } z_n = 3, \text{ but } z_n \notin \mathbb{Z}^+ - \{0\} \]

However, \( \sqrt{2} \) is irrational.

For \( n = 2 \), \( z_2 = y^2 + m \) and \( z_2 = x^2 + y^2 \)

For \( n = 2 \), \( z_2 = x^2 + y^2 \)

Therefore it assumed in 1 is false and Fermat’s Last Theorem is demonstrated, because \( z \notin \mathbb{Z}^+ - \{0\} \)

Q.E.D.

Fig. 3 Graphic representation of Fermat’s equation \( z_n^2 = x^n + y^n \).

Fig. 4 Graphic where \( z = y + q \) and \( z_2 = y + m \) with \( z_2 = (y + m)^2 = x^2 + y^2 \) and \( z^n = (y + q)^n = x^n + y^n \) for \( n > 2 \).

**Fermat’s Last Triangle**

Fermat’s Last Theorem can be showed as a triangle of sides \((x, y, z = y + q)\), when joining the straight lines \( x, y, z = y + q \), and where \( 60^\circ < \Omega < 90^\circ \) \( (\Omega \) is the angle opposed to side \( z = y + q \)). This triangle, has been named as Fermat’s Last Triangle in his honor. A graphic representation is shown in Figure 5. Here \( z^2 = x^2 + y^2 - 2xy\cos\Omega \). Only \( z \) could be a natural number when \( \Omega = 90^\circ \) and \( (x, y) \) belong to a Pythagorean triples, condition that never fulfills \( z = \sqrt[3]{x^n + y^n} \), because \( z < z_2 \).
The Fermat’s Last Triangle is part of Scalene Triangles. See Fig. 6.

Fig. 5 Graphic representation of Fermat’s Last Triangle

Verification of Theorem 3 inside of Fermat’s Last Triangle

In Fig. 7, there are the following three triangles:
1. Fermat’s Last Triangle sides \( x, y, z = \sqrt[n]{x^n + y^n} \) \( n > 2 \)
2. Right Triangle with sides \( x_a, y_a, z = \sqrt[n]{x^n + y^n} \) \( z > x > y \)
3. Right Triangle with sides \( x_b, y_b, y \Rightarrow y > y_a > x_b \)

Analyzing the two right triangles that form the Fermat’s Last Triangle it is possible to demonstrate that:

\[ z \notin \mathbb{Z}^+ - \{0\} \Rightarrow z > y > x \quad \text{with} \ (x, y) \in \mathbb{Z}^+ - \{0\} \quad \text{and coprimes.} \]

Proof:
1. Assuming \((z, x_a, x_b, y_a) \in \mathbb{Z}^+ - \{0\}\):
   \[
   z^2 = x_a^2 + y_a^2 \quad \text{and} \quad y^2 = x_b^2 + y_b^2 \\
   z^2 + y^2 = x_a^2 + y_a^2 + 2x_bx_a \\
   x = x_a + x_b \Rightarrow x^2 = x_a^2 + x_b^2 + 2x_a x_b \\
   z^2 + y^2 = x^2 - 2x_a x_b + 2y_a^2 \\
   x^2 = z^2 + y^2 + 2(x_a x_b - y_a^2) \\
   
   \]

   This equation to have an integer solution, \( x \) must be: \( x > z > y \), but it is not the Fermat’s Last Triangle, then \( z \notin \mathbb{Z}^+ - \{0\} \).

Examples are given in Table IV and Fig. 7.

### Table IV
| Equation: \( x^2 = z^2 + y^2 + 2(x_a x_b - y_a) \) |
|---|---|---|
| \( x_a \) | 24 | 32 |
| \( x_b \) | 32 | 40 |
| \( y \) | 40 | 70 |
| \( z \) | 70 | 143 |
| \( x \) | 51 | 74 |
| \( y_a \) | 77 | 175 |

Fig. 6 Types of Triangles

Fig. 7 Graphic representation of Fermat’s Last Triangle to verify the theorem 3

Fig. 8 The Triangles formed with \( x^2 = z^2 + y^2 + 2(x_a x_b - y_a^2) \) and \( (x, y, z, x_a, x_b, y_a) \in \mathbb{Z}^+ - \{0\} \)
2. Assuming \((z, x_a, x_b) \in \mathbb{Z}^+ - \{0\}\) and \(y_a \not\in \mathbb{Z}^+ - \{0\}\) (irrational number) but \(y_a \not\in \mathbb{Z}^+ - \{0\}\).

\[
x^2 = x_a^2 + y_a^2 \quad \text{and} \quad y^2 = x_b^2 + y_a^2.
\]

There is only one integer solution with \(y_a^2\) at the same time \((y = z)\) and correspond to Isosceles Triangles (Fig. 5). Other solution \((z \not\in \mathbb{Z}^+ - \{0\}\).

3. Assuming \((z \in \mathbb{Z}^+ - \{0\}\), \((x_b, y_a) \not\in \mathbb{Z}^+ - \{0\}\) (irrational numbers), but \((x_b^2, y_a^2) \in \mathbb{Z}^+ - \{0\}\) Then:

\[
y^2 = x_b^2 + y_a^2
\]

\[x_0 = x - x_b \]

\[x_{a_1}^2 = x^2 - 2x \cdot x_b + x_b^2 \Rightarrow x_{a_1}^2 \in \mathbb{Z}^+ - \{0\} \]

\[z^2 = x_{a_1}^2 + y_a^2 \Rightarrow z \in \mathbb{Z}^+ - \{0\}\]

4. Assuming \((z \in \mathbb{Z}^+ - \{0\}\), \((x_a, x_b) \not\in \mathbb{Z}^+ - \{0\}\) (irrational numbers):

\[
x = \frac{d + e}{c} = \frac{d}{c} + \frac{e}{c} = x_a + x_b \Rightarrow x_a = \frac{d}{c} \text{ and } x_b = \frac{e}{c}.
\]

\[
y^2 = x_b^2 + y_a^2 = \left(\frac{e}{c}\right)^2 + y_a^2 \Rightarrow y_a = \frac{e}{c} \text{ have integer solution then:}
\]

\[
y^2 = \left(\frac{e}{c}\right)^2 + \left(\frac{f}{c}\right)^2
\]

\[y = \sqrt{\frac{e^2 + f^2}{c}}
\]

\[
z^2 = \left(\frac{e}{c}\right)^2 + \left(\frac{f}{c}\right)^2
\]

\[z = \sqrt{\frac{e^2 + f^2}{c}}
\]

The solution \(z = \frac{\sqrt{e^2 + f^2}}{c}\) is not the minimum solution, there is another \(y = \frac{\sqrt{e^2 + f^2}}{c}\) then:

\[z \not\in \mathbb{Z}^+ - \{0\}\]

5. There are no more possibilities to be studied then:

\[z \not\in \mathbb{Z}^+ - \{0\}\]

Q.E.D.

B. Second Solution

This section will show another analytic proof that shows that Fermat’s last theorem is true.

Relationship between \(n\) power of a number and the \(n!\)
(factorial number), which allows the demonstration of the Fermat’s Last Theorem.

The author found a relationship between any natural number \((x > 0)\) raised to a power \(n > 0\), \((x^n)\), and their corresponding \(n\) factorial \((n!)\), where \(x\) and \(n\) are natural numbers.

Table V shows how this relationship was found. In this table is possible to see how power \(n\) keeps a close relationship with \(n!\). Table IV shows that the power of a number for \(x \geq n\) will always be \(n!\) in the column \(n + 1\) (power 2 gives 2, that is 2, power 3 gives 3! that is 6, power 4 gives 4! that is 24, power 5 gives 5! that is 120, power 6 gives 6! which is 720 and so on). Boxes highlighted in Table IV, shows another interesting relationship: they contain rows and columns of \(n\) by \(n\) and in its lower right corner always will be \(n!\).

Table V was constructed as follows:

- \(x\) is the number to raise to power \(n\).
- The first column of \(n!\) \(x^n\).
- The second column of \(n\) is the difference between \(x^n\) and \((x - 1)^n\), that means \((x^n - (x - 1)^n)\).
- The third column of \(n!\) constructed similarly to differences in the values found in the second column of \(n\), that means \([x^n - (x - 1)^n] - [(x - 1)^n - (x - 2)^n]\) and so on until column \(n + 1\).
- The bottom of the column \(n + 1\) is always \(n!\) from the row \(x = n\). The coefficients of \(x^n, a(x - 1)^n, b(x - 2)^n, c(x - 3)^n, d(x - 4)^n, \ldots\), as a result of this operations, a polynomial up to \(n!\) will be generated where coefficients \((a, b, c, d, \ldots)\) of the polynomial would be given in Fig. 9.

<table>
<thead>
<tr>
<th>(n)</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1 -2 1</td>
</tr>
<tr>
<td>3</td>
<td>1 -3 3 -2</td>
</tr>
<tr>
<td>4</td>
<td>1 -4 6 -4 1</td>
</tr>
<tr>
<td>5</td>
<td>1 -5 10 -10 5 -1</td>
</tr>
<tr>
<td>6</td>
<td>1 -6 15 -20 15 -6 1</td>
</tr>
<tr>
<td>7</td>
<td>1 -7 21 -35 35 -21 7 -1</td>
</tr>
<tr>
<td>8</td>
<td>1 -8 28 -56 70 -56 28 -8 1</td>
</tr>
<tr>
<td>9</td>
<td>1 -9 36 -84 126 -126 84 -36 9 -1</td>
</tr>
</tbody>
</table>

Fig. 9 Pyramidal representation of coefficients \(a, b, c, d\ldots\) of the polynomial series until \(n!\)
TABLE V
RELATIONSHIP OF nTH POWER WITH n!

<table>
<thead>
<tr>
<th>n</th>
<th>x</th>
<th>n=1</th>
<th>n=2</th>
<th>n=3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>1</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>1</td>
<td>16</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>1</td>
<td>25</td>
<td>9</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>1</td>
<td>36</td>
<td>11</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>1</td>
<td>49</td>
<td>13</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>1</td>
<td>64</td>
<td>15</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>1</td>
<td>81</td>
<td>17</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>1</td>
<td>100</td>
<td>19</td>
</tr>
</tbody>
</table>

Taking this relationship of the polynomial as an equation, can be expressed as follows:

\[ \sum_{k=0}^{n} (-1)^k \binom{n}{k} (x-k)^n = n! \quad \text{where} \quad \binom{n}{k} \]

The factor \((-1)^k\) of (14) is to indicate that alternate the signs of the coefficients of \((x)^n\). These coefficients are exactly Newton's binomial coefficients of:

\[ \sum_{k=0}^{n} (-1)^k \binom{n}{k} a^k - d = (a - d)^n \quad \text{where} \quad \binom{n}{k} \]

Or, in the following equation:

\[ \sum_{k=0}^{n} \binom{n}{k} a^k - d = (a + d)^n \quad \text{where} \quad \binom{n}{k} \]

The only difference is that the coefficients of (16) are all positive, while the coefficients of (14) and (15), have alternating signs, starting with the positive sign.

This relationship of the coefficients of (14), (15) and (16) is because we can always get exactly the root \(n\) of \(a^n, (a - b)^n\) or \((a + b)^n\), or when an equation in polynomial form contains those coefficients in the same way. Later it will be showed that Fermat’s equation does not contain these coefficients in the same way.

**Theorem 4**

For any natural number \(c\) that is between \(x^n\) and \((x + 1)^n\) its \(n\) root is irrational, where \(x \in \mathbb{Z}^{+} - \{0\}\)

Proof:
1. Let \(c\) be the integer that is in: \(x^n < c < (x+1)^n\) where \(x \in \mathbb{Z}^{+} - \{0\}\)
2. If \(z = \frac{c}{n}\)
3. \(z^n = c \quad \text{..........................} \quad \text{According to 2.}\)
4. \(x^n < z^n < (x+1)^n \quad \text{.............} \quad \text{According to 1 and 3.}\)
5. \(x < z < (x + 1) \quad \text{..............} \quad \text{According to 4.}\)
6. \(z\) will be a radical (comes from the \(n\) root) \(\text{.................} \quad \text{According to 4 and 5.}\)
7. Assume that the solution of \( z = \sqrt[n]{c} = \frac{a}{b}\) where \(a, b\) is an irreducible fraction (\(a\) and \(b\) are coprime factors), where \((a, b) \in \mathbb{Z}^{+} - \{0\}\)
8. Raising to the power \(n\) is obtained: \(z^n = c = \left(\frac{a}{b}\right)^n = \left(\frac{a^n}{b^n}\right)\)
9. If \(b \neq 1\) then \(z^n = c = a^n\), but then \(z = a\), but it would be contrary to that found in 5.
10. If \(b \neq 1\), then \(c\) is not natural number, which contradict to 1.
11. Therefore, \( c \) is not a perfect power for \( n > 1 \), \( \sqrt[n]{c} \neq \text{rational number} \), then its \( n \) root is irrational. According to 9 and 10

Q.E.D.

Corollary 1: the \( n \) root for \( n > 1 \) of a prime number will be always irrational.

Corollary 2: the numbers that are between \( x^n \) and \( (x + 1)^n \) for \( n \geq 1 \) do not comply with (11)

Corollary 3: the \( n \) root of an integer \( c \) which is not a perfect power of another integer number is irrational (\( a = \sqrt[n]{c} \) → \( a \) is irrational).

For example, for \( n = 2, 99 \) do not comply (with \( x = 9, x^2 = 9^2 = 81 \), and \( (x + 1) = 9 + 1 = 10, (x + 1)^2 = 10^2 = 100, 81 < 99 < 100 \), and to build Table IV with 99 instead of 100 (10²), it fails that \( n = 2 \), so the root 2 of 99, would be an irrational number. \( \sqrt[99]{9,949874371} \ldots < 10 \)

Any natural number \( c \) that have the exact \( n \) root, can be expressed by (12) or (13), where the coefficients correspond to Newton's binomials and also fulfill (11):

If \( z = \sqrt[n]{c} \), where \( z \) is a natural number

\[ z^n = c \]

\[ z = a + d \] where \( a \) and \( d \) are natural numbers

\[ z^n = (a + d)^n = c \]

\[ z^n = \sum_{k=0}^{n} \binom{n}{k} a^{n-k} d^k \]

where \( \binom{n}{k} = \frac{n!}{k!(n-k)!} \)

The coefficients structure is exactly equal to Pascal's triangle as in Fig. 10.

<table>
<thead>
<tr>
<th>( n )</th>
<th>Coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1 2 1</td>
</tr>
<tr>
<td>3</td>
<td>1 3 3 1</td>
</tr>
<tr>
<td>4</td>
<td>1 4 6 4 1</td>
</tr>
<tr>
<td>5</td>
<td>1 5 10 10 5 1</td>
</tr>
<tr>
<td>6</td>
<td>1 6 15 20 15 6 1</td>
</tr>
<tr>
<td>7</td>
<td>1 7 21 35 35 21 7 1</td>
</tr>
<tr>
<td>8</td>
<td>1 8 28 56 70 56 28 8 1</td>
</tr>
<tr>
<td>9</td>
<td>1 9 36 84 126 126 84 36 9 1</td>
</tr>
</tbody>
</table>

Fig. 10 Newton's binomial coefficients or Pascal's triangle

If \( z \) is not a natural number, it cannot be expressed as the sum of two integers. If \( z^n \), is a natural number to be expressed in the form of Newton's coefficients where \( z^n = (a + b)^n \), it must contain the same coefficients of Newton's binomial, (14), or (15) and (16), i.e., the power \( n \) of the sum or difference of two natural numbers.

Equation (16) can be written in the following form:

\[ z^n = a^n + p + d^n \] (17)

\[ p = \sum_{k=1}^{n-k} \binom{n}{k} a^{n-k} d^k \]

where \( \binom{n}{k} = \frac{n!}{k!(n-k)!} \)

Equation (17) complies with the structure of Newton’s binomial coefficients and the structure of the coefficients of (14) and therefore \( z \) will be a natural number.

In the case of Fermat's Last Theorem it is through the simple fact that \( z^n = x^n + y^n \), cannot be expressed maintaining the structure of Newton’s coefficients for \( n > 2 \).

If the first coefficient is 2, therefore \( z \) would not be an integer, thus also proving Fermat's Last Theorem (it cannot meet (14), (15) or (16)).

Reviewing these concepts in Fermat's Last Theorem:

\[ z^n = x^n + y^n \] (18)

where \( (x, y) > 0 \) and natural numbers, \( z \notin \mathbb{Z}^+ - \{0\} \) for \( n > 2 \).

Proof:

Assuming \( x < y \)

\[ y = x + s, \text{ where } s \in \mathbb{Z}^+ - \{0\} \]

\[ y^n = (x + s)^n = x^n + p + s^n \] (19)

For \( n > 1, 2 \) and root \( n \) of \( y^n \) would be exact, i.e., has not changed and remains a natural number.

Replacing \( y^n \) from (19) into (18) we have:

\[ z^n = x^n + x^n + p + s^n = 2x^n + p + s^n \]

\[ z^n = 2x^n + p + s^n \] (20)

The first coefficient of \( x^n \) is not 1, it is 2 in (20), the structure of Newton’s binomial coefficients in this equation is no longer equal to the structure of the coefficients in (14), (15) or (17) to make root \( n \) of \( z^n \) exact and thus \( z \) would not be a natural number. If \( z \) was a natural number, it would be saying that \( \sqrt[n]{\frac{2x^n + p + s^n}{\text{Eq. 20}}} \) and \( \sqrt[n]{\frac{x^n + p + s^n}{\text{Eq. 17}}} \), are the same and between these two equations there is a contradiction; the polynomial equation given by Newton’s binomial and the basic principle of the connection of \( n \) with \( n! \) through Newton’s binomial coefficients, indicate that the first coefficient is 1 and not 2. This also proves Fermat's Last Theorem.

V. CONCLUSION

The known standard method to find primitive Pythagorean triples, is that of the succession of prime numbers, (9) and (10). Exploring another method of demonstration of Pythagoras’s Theorem, employing equation \( z = y + m \) for \( n = 2 \), primitive Pythagorean triples can be obtained when \( m \)
is a natural number, \((1,2,3,4...\Rightarrow \infty)\). Comparing them with the method of succession of prime numbers, it could be established that is easier to employ \(z = y + m\), because in a very simple form it could compute any primitive Pythagorean triple ordered for any even or odd \(x\). By applying this method in a similar way for \(n > 2\), and using the mathematical Well-ordering Principle in natural numbers, the demonstration of Fermat's Last Theorem was possible.

The formation of Fermat’s Last Triangle is shown and the verifications of Theorem 3 inside of Fermat’s Last Triangle sides \((x, y, z)\) with \((x, y) \in \mathbb{Z}^+ - \{0\}\) they all meet: \(z \in \mathbb{Z}^+ - \{0\}\).

Furthermore, using the connection of \(n!\) with \((a + b)^n\) through Newton’s binomial, for \(n > 2\) the demonstration of Fermat’s Last Theorem was also shown.
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