A New Method for Multiobjective Optimization Based on Learning Automata

M. R. Aghaebrahimi, S. H. Zahiri, and M. Amiri

Abstract—The necessity of solving multi dimensional complicated scientific problems beside the necessity of several objective functions optimization are the most motive reason of born of artificial intelligence and heuristic methods.

In this paper, we introduce a new method for multiobjective optimization based on learning automata. In the proposed method, search space divides into separate hyper-cubes and each cube is considered as an action. After gathering of all objective functions with separate weights, the cumulative function is considered as the fitness function. By the application of all the cubes to the cumulative function, we calculate the amount of amplification of each action and the algorithm continues its way to find the best solutions. In this Method, a lateral memory is used to gather the significant points of each iteration of the algorithm. Finally, by considering the domination factor, pareto front is estimated. Results of several experiments show the effectiveness of this method in comparison with genetic algorithm based method.
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I. INTRODUCTION

By exposure of the many complicated multidimensional engineering problems and the necessity of different objective functions simultaneously, the weakness of derivative based methods is appeared. For this reason, researchers tried to invent calculation and optimization methods to solve the problems without use of derivative. The result of these researches is new optimization methods known as bio-optimization methods. These methods are based on natural and unique phenomenon. Despite of simple structure, these methods are very powerful. Genetic algorithm (GA), particle swarm optimization (PSO) and ant colony are the main samples of these methods. ([1]-[4]) Learning automata (LA) is an intensive learning method that showed its ability in different applications. ([5]-[7])

In this research, we use LA to optimize a function and the result of this idea is introduction of a new method for multiobjective optimization that can be compared with other famous optimization methods like GA and PSO. Vast review on the literature showed that recently, LA is used to solve the single objective problems. ([8],[9])

In this paper, we use LA in multiobjective optimization problems. In the proposed method, after the collection of objective functions (in different number and weights) as a cumulative function, search space is divided into separate hyper-cubes. Each hyper-cube is considered as an action and in a successful designed search process the probability density function of them is encouraged. Less important cubes are eliminated of tournament and cubes that their probability density factor are more encouraged goes under research by a higher probability. Finally, when the volume of the cubes becomes decreased less than a specified amount, the average of them is considered as an answer. This process continues by dynamic change of the weights and at the end we have a front of solutions is called pareto front.

The rest of this paper organized as follow:
Section II consists of some explanations of LA based single objective function optimization. In section III, we introduce the method of LA based multiobjective optimization. Section IV consists of the results of the vast experiences of application of our proposed method on different famous functions. Also, we compare the result of this method by the GA based method in this section. Finally, section V concludes the paper.

II. LA BASED FUNCTION OPTIMIZATION

Among the LA based single objective function optimization methods, the one introduced by Zeng and Lui is one of the most powerful. In order to minimize function \( f(x) \) that in which \( x = (x_1, x_2, \ldots, x_n) \) is the n-dimensional variable of the function, \( x \) divides into hyper-cubes and each of them considers as an action. After that, we do randomly examination of inner points of cubes. In accordance with the ability of each point to decrease the amount of function, the amount of encourage or penalty in different action probabilities is determined. Also, the actions or cubes have amount of probability less than determined threshold (a percent of whole amount obtained until that time), are eliminated and replaced by new actions. Fig. 1 shows this method in a brief.

III. LA BASED MULTIOBJECTIVE FUNCTION OPTIMIZATION

In this section we introduce the LA based proposed method for multiobjective optimization.
Fig. 1. The schedule of the function optimization based on the learning automata.

A. The Main Contexts of Multiobjective Optimization

Suppose that is n-dimensional desired search space and \( f_i \) is the objective function, multiobjective optimization problem can be defined as bellow:

\[
\text{Minimize } \mathbf{f}(\mathbf{x}) = [f_1(\mathbf{x}), f_2(\mathbf{x}), ..., f_k(\mathbf{x})] \text{ s.t. } g_j(\mathbf{x}) \leq 0, \quad j = 1, 2, ..., m
\]  

In above formula, \( \mathbf{f} \) is objective functions vector and \( g_j \) is the jth condition of the problem. In many cases objective functions are in conflict. It means that if point \( x \) is optimum solution of one of the objective functions, this point is not the optimum solution of other functions and maybe the worst solution of them.

The main aim of the algorithm of multiobjective optimization is to find pareto front. This front is composed of a set of non-dominated like \( x \). The concept of domination is defined as bellow:

If \( a = (a_1, a_2, ..., a_k) \) and \( b = (b_1, b_2, ..., b_k) \) were two points of search space, we say a dominates b, if and only if:

\( f_i(a) \leq f_i(b), \quad i = 1, 2, ..., k \)

and also at least for a \( m \in \{1, 2, ..., m\} \), we must have:

\( g_m(a) \leq g_m(b) \)

The proposed algorithm is aimed to find the pareto front. We fully explain this front in next subsection.

B. The Structure of Proposed Method

One of the most famous methods of multiobjective optimization is “weighted aggregation”. In this method, a linear combination of objective functions with non-negative different weights forms “aggregated function” as bellow:

\[
H(\mathbf{x}) = \sum_{i=1}^{k} w_i f_i(\mathbf{x}), \quad i = 1, 2, ..., k
\]  

In above formula \( H \) is aggregated function and \( w_i \) is ith non-negative weight related to ith objective function.

There are different methods for aggregation of objective function and producing aggregated function \( H \). Some of these methods are: “conventional weighted aggregation” method (CWA), “big-bang weighted aggregation” method (BWA) and “dynamic weighted aggregation” method (DWA). Each of them has advantages and disadvantages.

In CWA method, weights are constant and by running the algorithm each time, the result is just one point of pareto front. Because of this, calculation size is high. Also, this method can’t estimate concave pareto fronts. The ability of solving just two objective functions is the most important limitation of DWA method.

Best method of estimation of aggregation of functions is DWA, because this method shows better ability to estimate concave pareto fronts \[10\]. This method is defined for two objective functions as below (It can be generalized easily for more than two objective functions):

\[
H(\mathbf{x}) = \sum_{i=1}^{k} w_i f_i(\mathbf{x}), \quad i = 1, 2, ..., k
\]

\[
\sum_{i=1}^{k} w_i = 1
\]  

is the iteration index of algorithm and \( w_i \) is the weights changes frequency.

Because of the good functionality of DWA method, we use this method in this paper.

After definition of primary weights by (3) and aggregation of objective functions by (2), we apply the aggregated function to the proposed algorithm (figure 1) and after each iteration, five optimum points are saved in lateral memory. Finally, after running the algorithm as supposed iteration, we examine the memory and we choose non-dominated points as pareto front.
IV. TEST RESULTS

In this section, the results of implementation of proposed method on three famous problems that have different pareto fronts in monotonousness, convexity and concavity are depicted. Also, we do a comparison between the results of the proposed method and the GA-based method.

These famous problems are minimization of below functions:

a) Function $\tilde{f}(x) = (f_1(x), f_2(x))$, that has a convex and monotonous pareto front.
   \[ f_1(x) = \frac{x_1}{n}, \quad f_2(x) = \frac{1}{n} \sum_{i=1}^{n} (x_i - 2)^2 \]  
   \[ f(x) = \frac{1}{n} \sum_{i=1}^{n} x_i^2 \]  
   \[ g(x) = \frac{1}{n} \sum_{i=1}^{n} x_i \]  
   \[ (4) \]

b) Function $\tilde{f}(x) = (f_1(x), f_2(x))$, that has a convex and no monotonous pareto front.
   \[ f_1(x) = x_1 \]  
   \[ f_2(x) = g(x) \left( 1 - \frac{\tilde{f}(x)}{g(x)} \right) \]  
   \[ g(x) = 1 + \frac{1}{n} \sum_{i=1}^{n} x_i \]  
   \[ (5) \]

c) Function $\tilde{f}(x) = (f_1(x), f_2(x))$, that has a concave pareto front.
   \[ f_1(x) = x_1 \]  
   \[ f_2(x) = g(x) \left( 1 - \frac{\tilde{f}(x)}{g(x)} \right)^2 \]  
   \[ g(x) = 1 + \frac{1}{n} \sum_{i=1}^{n} x_i \]  
   \[ (6) \]

Fig. 2, Fig. 3 and Fig. 4 show the result of tests on three famous functions mentioned before.

![Fig. 2 The results of optimization of $f_1$ by LA-based and GA-based methods](image)

As it can be seen in Fig. 2, the proposed algorithm has a better functionality in comparison with GA-based method and pareto front gained by LA for two objective function $f_1$ is dominant in comparison with LA. In the case of $f_2$ with the exception of some points LA has better results than GA (Fig. 3).

By comparison between two algorithms in Fig. 3, it can be seen that the result points of LA has a more monotonous distribution in comparison with GA. This characteristic is one of the noticeable characteristics of a multiobjective optimization method. By reviewing Fig. 3 better functionality and monotonous distribution of points of LA in comparison with GA is obvious.

V. CONCLUSION

In this paper, a new method for multiobjective optimization based on LA is proposed. In this method, the entire objective functions with dynamic weights form an aggregated function. The best point of each iteration of algorithm collects in a lateral memory and after gathering enough solutions, by examining dominance factor, best solutions form pareto front.
Results of implementation of proposed method on three famous multiobjective optimization problems show the ability of the method. In some cases the functionality of proposed method is better than GA-based algorithm. Although better results this method is more complicated in comparison with GA-based method and this topic can be one of the future researches in this field.
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