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Abstract—Background noise is particularly damaging to speech intelligibility for people with hearing loss especially for sensorineural loss patients. Several investigations on speech intelligibility have demonstrated sensorineural loss patients need 5-15 dB higher SNR than the normal hearing subjects. This paper describes Discrete Cosine Transform Power Normalized Least Mean Square algorithm to improve the SNR and to reduce the convergence rate of the LMS for Sensory neural loss patients. Since it requires only real arithmetic, it establishes the faster convergence rate as compare to time domain LMS and also this transformation improves the eigenvalue distribution of the input autocorrelation matrix of the LMS filter. The DCT has good ortho-normal, separable, and energy compaction property. Although the DCT does not separate frequencies, it is a powerful signal decorrelator. It is a real valued function and thus can be effectively used in real-time operation. The advantages of DCT-LMS as compared to standard LMS algorithm are shown via SNR and eigenvalue ratio computations. Exploiting the symmetry of the basis functions, the DCT transform matrix \([A_N]\) can be factored into a series of \(\pm 1\) butterflies and rotation angles. This factorization results in one of the fastest DCT implementation. There are different ways to obtain factorizations. This work uses the fast factored DCT algorithm developed by Chen and company. The computer simulations results show superior convergence characteristics of the proposed algorithm by improving the SNR at least 10 dB for input SNR less than and equal to 0 dB, faster convergence speed and better time and frequency characteristics.
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I. INTRODUCTION

HEARING impairment is the preamble chronic disability, affecting people in the world. Many people have great difficulty in understanding speech with background noise. This especially true for a large number of elderly peoples and sensorineural impaired persons. Hearing loss or deafness can be broadly classified into 2 types

Conductive loss: This is associated with a defect of the middle ear or eardrum (conductive mechanism).

Sensorineural loss: This type of hearing disability can be measured by audiograms and is considered as a mild disability. Because, it attenuates the incoming acoustic signal without introducing any significant distortion. So the intelligibility of the signal can be easily resorted by amplification. Sensorineural loss: This is a broad class of hearing impairments its origin is in the cochlea or auditory nervous system. Sensorineural loss disorders are difficulty to remedy. This type of defects may be due to congenital or hereditary factors, disease, tumors, old age, long-term exposure to industrial noise, acoustic trauma or the action of toxic agents etc.

The sensorineural loss patient’s experiences difficulty in making fine distinction between speech sounds, particularly those having a predominance of high frequency Energy [5], [16]. He may hear the speaker’s voice easily, but be unable to distinguish, for example, between the words ‘fat’ and ‘sat’ [7], [9]. Two features of sensorineural impairment particularly detrimental to the perception of speech are high tone loss and compression of the dynamic range of the ear. A high tone loss is analogous to low pass filtering. Amplification of the high tones may improve intelligibility, but in these circumstances dynamic range of the impaired ear may not be sufficient to accommodate the range of intensities in speech signals. So, the stronger components of speech are perceived at a level, which is uncomfortably loud, while the weaker components are not heard at all [10], [11], [16].

Several investigations on speech intelligibility have demonstrated that subjects with sensorineural loss patients need 5 to 15db higher SNR than the normal hearing subjects. While most of the defects in transmission chain up to cochlea can now days be successfully rehabilitated by means of surgery. The great majority of the remaining inoperable cases are sensorineural hearing impaired patients [5], [16].

Digital technology has made an important contribution in the field of audio logy. Digital signal processing methods offer great potential for designing a hearing aid but, today’s Digital Hearing Aid are not up to the expectation for sensorineural loss patients. Hearing-impaired patients applying for hearing aid reveal that more than 50% are due to sensorineural loss. So for only Adaptive filtering methods are suggested in the literature for the minimization of noise from the speech signal for sensorineural loss patients [8].

Sunitha S L is with JSS Research Foundation, SJCE Campus, Mysore-570006, Karnataka, India (e-mail: sunithanov27@yahoo.co.in, phone: 08194-430498).
V. Udayashankara is with JSS Research Foundation as Research Scientist, SICE campus, Mysore-570006, (e-mail: udaya@sjce.ac.in, phone: 0821-2512568).
A. Adaptive Filtering Method

The least mean square algorithm was first introduced by Widrow and Hoff in 1959 is simple, robust and is one of the most widely used algorithm for adaptive filtering. LMS algorithm is very popular because of its simplicity and ease of computations. LMS algorithm is generally the best choice for many different applications [18], [19]. This method can be effectively applied to reduce the noise i.e. to improve the SNR for sensorineural loss patients [6], [12], [15]. Unfortunately, its convergence rate is highly dependent on the feedback coefficient μ and the input power to the adaptive filter [18], [19]. The mean square error of an adaptive filter trained with LMS decreases over time as a sum of exponentials whose time constants are inversely proportional to the eigenvalues of the autocorrelation matrix of the filter inputs. Therefore, small eigenvalues create slow convergence modes in the means square error function. Large on the other hand, put a limit on the maximum learning rate that can be chosen without encountering stability problems [1]-[3].

In this work we use Discrete Cosine Transform Power Normalized Least Mean Square algorithm to improve the SNR and to reduce the convergence rate of the LMS for sensorineural loss patients. DCT-LMS algorithm is suited for non-stationary inputs like speech signals and the convergence time is also less compare to direct LMS techniques and Discrete Fourier Transform adaptive algorithms [17]. The DCT is a technique that converts a spatial domain waveform into its constituent frequency components as represented by a set of coefficients. Typically the DCT coefficients produced have most of the block’s energy in a few frequency domain elements DCT is orthonormal, separable, frequency basis much like a Fourier transform [18].

The DCT has a strong energy compaction property. Most of the signal information tends to be concentrated in a few low frequency components of the DCT. It is a close relative of DFT – a technique for converting a signal into elementary frequency components, and thus DCT can be computed with a Fast Fourier Transform. Unlike DFT, DCT is a real valued and provides a better approximation of a signal with fewer coefficients. The DCT is central to many kinds of signal processing but DCT is mainly used in image processing and provides a better approximation of a signal with fewer coefficients [3], [4].

B. Fast DCT Algorithm Developed by Chen, Smith and Fralick

The relationship between a given N point sequence x(n) and the DCT of x(n), X(k) can be described in a matrix form as follows

\[ X = \frac{2}{N} A_N x \]

\[ X = [x(0), x(1), ..., x(N-1)]^T \]

Where \( A_N \) is the N-th order of the DCT matrix. When N is a power of 2, the DCT matrix \( A_N \) can be factorized into a product of sparse matrices.

There are different ways to obtain sparse matrix factorizations, resulting in different fast DCT algorithms. This work uses the fast DCT algorithm developed Chen and company. Chen, Smith and Fralick developed a fast DCT algorithm based on the following sparse matrix factorizations of the DCT matrix:

\[ A_N = \begin{bmatrix} A_{N/2} & 0 \\ 0 & R_{N/2} \end{bmatrix} \]

\[ B_N = \begin{bmatrix} I_{N/2} & T_{N/2} \\ T_{N/2} & I_{N/2} \end{bmatrix} \]

Where \( I_{N/2} \) is the identity matrix of \( \frac{N}{2} \times \frac{N}{2} \), and \( T_{N/2} \) is the opposite identity matrix of \( \frac{N}{2} \times \frac{N}{2} \). The matrix \( R_{N/2} \) is derived from the matrix \( R_N \) by reversing the orders of both the rows and columns of \( R_N \). The (i, k) element \( r_{i,k} \) of the matrix \( R_N \) is given by

\[ r_{i,k} = \cos \left( \frac{(2i+1)(2k+1)\pi}{4N} \right) \]

The signal flow graph for N=8 is as shown in Fig. 2.

In section 1, we briefly discussed about the sensorineural loss patients and brief review about the convergence rate of the LMS adaptive algorithm and about Fast DCT algorithm. Section 2, describes LMS filtering in DCT domain. Simulated results are discussed in section 3 and section 4 concludes the paper.

II. DCT-LMS

DCT-LMS is composed of three stages as shown in Fig. 1.

Stage 1: Transformation

The input to the filter is \( x_k = [x_k, x_{k-1}, ..., x_{k-N+1}]^T \).

The transformation operation is done with the help of Fast factored DCT by Chen and Company

\[ u_k(n) = T_n^T x_k \]  \hspace{1cm} (5)

The transform outputs then form a vector

\[ u_k(n) = [u_k(0), u_k(1), ..., u_k(n-1)]^T \]

Stage 2: Power Normalization
The transformed signal \( u_k(i) \) is then normalized by the square root of their power \( p_k(i) \).
Where \( i = 0,1,\ldots,n-1 \).
The powers \( p_k(i) \) can be estimated by the following methods:
The powers \( p_k(i) \) can be estimated by filtering the \( u_k^2(i) \) with an exponentially decaying window of parameter \( \beta \in (0,1) \).
The powers \( p_k(i) \) can also be estimated based on a sliding rectangular window or with the help of an arbitrary weighting filter.

In this work, power normalization is as follows.
Power normalizing \( T_n x_k \) transforms its elements
\[
(T_n x_k)(i) \rightarrow \frac{(T_n x_k)(i)}{\sqrt{\text{Power of } (T_n x_k)(i)}}. \tag{6}
\]
Where the power of \( (T_n x_k)(i) \) can be found on the main diagonal of \( B_n \).
Then the power-normalized signal is
\[
v_k(i) = \frac{u_k(i)}{\sqrt{p_k(i)} + \varepsilon} \tag{7}
\]
Where \( p_k(i) = \beta p_k,-(i) + (1-\beta)u_k^2(i) \tag{8} \)
for \( i = 0,1,\ldots,n-1 \). The small constant \( \varepsilon \) is introduced to avoid numerical instabilities when \( p_k(i) \) is close to zero.
The signals \( v_k(i) \) are equal to the discrete cosine transformed outputs \( u_k(i) \), but the learning constant \( \mu \) in LMS filtering is replaced by a diagonal matrix whose elements are proportional to the inverse of the powers \( p_k(i) \). This type of LMS is referred to as power-normalized LMS. Discrete cosine transformation followed by a power normalization stage, causes the eigenvalues of the LMS filter inputs to cluster around one and speeds up the convergence of the adaptive weights.
The autocorrelation matrix after transformation and power normalization is thus
\[
S_n = E(\text{diag}(B_n))^{-1/2} B_n (\text{diag}(B_n))^{-1/2}. \tag{9}
\]
If \( T_n \) decorrelated \( x_k \) exactly, \( B_n \) would be diagonal, \( S_n \) would be an identity matrix \( I_n \), and all the eigenvalues of \( S_n \) would be equal to one, but since practically the DCT is not a perfect decorrelator, this does not work out exactly [2]. But the power normalization makes the eigenvalues of the LMS filter inputs to cluster around one and speeds up the convergence of adaptive weights.
The output vector after power normalization is
\[
v_k(n) = [v_1(0), v_1(1), \ldots, v_1(n-1)]^T \tag{10}
\]
Stage 3: LMS filtering

The resulting equal power signals \( v_k(i) \) are applied as an input to an adaptive linear combiner whose weights \( w_k(i) \) are adjusted using LMS algorithm described below. The weight vector is defined as
\[
w_k(n) = [w_k(0), w_k(1), \ldots, w_k(n-1)]^T \tag{11}
\]
Then the filter output is given by
\[
y_k(n) = w_k^T(n)v_k(n) \tag{12}
\]
and the instantaneous output error is
\[
e_k = d_k - \sum_{i=0}^{k} y_n(i) \tag{13}
\]
Where \( d_k \) is the desired signal.
This error is used to update the adaptive filter taps using a modified for of the LMS algorithm
\[
w_{k+1}(i) = w_k(i) + \mu e_k v_k(i) \tag{14}
\]
for \( i = 0,1,\ldots,n-1 \).
The parameters used in algorithm are:
Desired signal is the speech sentence in English. Number of samples=20000, \( \beta = 0.45 \), \( \mu = 0.075 \) and filter order=32.

III. SIMULATED RESULTS

The algorithm works on the corrupted speech signals with different types of noise signals like cafeteria noise, low frequency noise, babble noise etc. in several Signals to Noise Ratios. The various parameters like \( \beta, \mu \), and filter order were changed and their influence has been checked. For different input Signal to Noise Ratios the output Signal to Noise Ratios and convergence ratios are calculated. Although the SNR improvement has a limited meaning in the speech processing, we used this figure to indicate an over-all score. A more meaningful quantity is the eigenvalue Spread that is calculated to find out how well the algorithm convergence to the optimum Wiener solution. We have found that both the parameters SNR and convergence ratio are strongly depending on the number of samples in the input signal, \( \beta, \mu \) and filter order. As the number of samples in the input signal increases SNR decreases and convergence ratio increases. Fig. 3, 4, 5 and 6 shows the input signal, that is corrupted signal, desired signal and the filtered signal for different Signal to Noise Ratio’s of the input signal.
The Table 1 shows the Signal to Noise ratios of the DCT adaptive filtered outputs for different Signal to Noise ratios of the input signals and Table 2 shows the computational complexity of DCT and Factored DCT.

IV. CONCLUSION

Table I shows that the noise has been successfully removed from the input noisy signal and the speech quality is also good. The SNR improvement of at least 10 dB is obtained for the input Signal to Noise Ratios less than and equal to 0dB, which is higher than the other transformation techniques like DFT and Wavelet transforms [17], [20]. We have already stated that the filtering technique depends on the number of
samples in the input signal, β, µ and filter order. In this work, we have tested for only few values and their influence has been checked. By testing with few more different values, it may be possible to get further improvements. The algorithm convergence time and stability depends upon the ratio of the largest to the smallest eigenvalues associated with the correlation matrix of the input sequence. As the eigenvalue spread of the input autocorrelation matrix increases, the convergence speed of LMS deteriorates. So in this case, we derived the eigenvalue distribution for the input auto correlation matrix after DCT and power normalization. This provides the good tracking capabilities in different noisy environments. Even in the case of DFT-LMS and DWTLMS, the eigenvalue distribution of the input autocorrelation matrix is calculated after the Transformation and power normalization. But, it is unable to give good SNR improvement and the convergence ratio is also very high [17], [20]. Proposed algorithm is not comparable with direct least improvement and the convergence ratio is also very high [17], [18].
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Fig. 1 Block Diagram of DCT-LMS algorithm

Fig. 2 Signal flow graph of fast DCT for N=8

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>OUTPUT SNR FOR ZERO DB INPUT SNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input SNR in dB</td>
<td>Output SNR in dB</td>
</tr>
<tr>
<td>-10</td>
<td>10.2</td>
</tr>
<tr>
<td>0</td>
<td>10.0</td>
</tr>
<tr>
<td>+5</td>
<td>11.24</td>
</tr>
<tr>
<td>+10</td>
<td>15.20</td>
</tr>
</tbody>
</table>
TABLE II
NUMBER OF MULTIPLICATIONS AND ADDITIONS REQUIRED FOR DIFFERENT DCT ALGORITHMS

<table>
<thead>
<tr>
<th>Type of transformation</th>
<th>No. of Multiplications</th>
<th>No. of Additions</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCT</td>
<td>64</td>
<td>56</td>
</tr>
<tr>
<td>Fast Factored DCT</td>
<td>13</td>
<td>29</td>
</tr>
</tbody>
</table>

Fig. 3 DCT response for input SNR = -10dB

Fig. 4 DCT response for input SNR = 0dB

Fig. 5 DCT response for input SNR = +10dB

Fig. 6 DCT response for input SNR = -5dB
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