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Abstract—In this paper, we propose a new algorithm for joint time-delay and direction-of-arrival (DOA) estimation, here called two-dimensional code acquisition, in an asynchronous direct-sequence code-division multiple-access (DS-CDMA) array system. This algorithm depends on eigenvector-eigenvalue decomposition of sample correlation matrix, and requires to know desired user’s training sequence. The performance of the algorithm is analyzed both analytically and numerically in uncorrelated and coherent multipath environment. Numerical examples show that the algorithm is robust with unknown number of coherent signals.
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I. INTRODUCTION

In DS-CDMA communication systems, the users are distinguished by a user-specific spreading code and they share the same frequency band. Hence the input to receiver is a linear superposition of signals transmitted by all the users via a channel which is characterized mainly by channel fading, multipaths, unknown carrier phase, Doppler offset and additive noise. A prerequisite task for the receiver is to estimate the set of unknown parameters. It is well-known, that the parameter of greatest interest in DS-CDMA system is the time-delay, since after that the estimation of other remaining parameters is easier. When antenna arrays are considered, the direction-of-arrival (DOA) estimation of the signals stands out as another major task. Therefore, two-dimensional code acquisition is required. For two-dimensional code acquisition, the conventional matched filter (MF) [1], maximum likelihood (ML) estimator [2], [3], and subspace based estimators [4]-[9] have been proposed. However, conventional estimator is not resistant to multiple-access-interference (MAI). Moreover, the ML estimator is not received considerable attention due to its resolution and relative computational complexity compared to suboptimal subspace based estimators.

Typically, the subspace based estimators are used for DOA estimation, e.g. multiple signal classification (MUSIC) [10], minimum norm (Min-Norm) [12], eigenvector (EV) estimator [17], to name a few. A crucial problem existing in subspace based estimators for DOA estimation is the condition which guarantees a unique solution. In general, the subspace based estimators need the sample correlation matrix to be eigen-decomposed and divided into the signal and noise subspaces, whose orthogonality can be exploited. If received signals are uncorrelated and the noise among antenna elements is spatially white, a unique solution is guaranteed to exist. However, a severe performance degradation of subspace based methods can be caused in highly correlated and coherent multipath channel. In this case, the orthogonality does no longer hold due to rank deficiency of source covariance matrix.

The subspace-based estimators, WSF [14] and MODE [13], were proposed to combat the deleterious effect due to coherency. They are statistically efficient estimators demanding sufficient large Signal-to-Noise (SNR) or large received set of samples (symbols). However, both estimators still require a priori knowledge about the number of coherent signals, which is, naturally, an unknown variable. Spatial smoothing [18] and forward and backward spatial smoothing [19] have also been proposed to deal with coherency problem. However, they require a large number of antenna elements which limit their applicability.

In this paper, we propose a new algorithm for two-dimensional code acquisition which relaxed the aforementioned need for large number of antenna sensors and prior knowledge of coherent signals. The algorithm bases on eigenvector-eigenvalue decomposition of sample correlation matrix, and lends on desired user’s training sequence support. Hence, we name it EV-t.

The organization of this paper is as following. In section 2, the system model is presented. In section 3A, EV-t algorithm is introduced. Furthermore, the performance of EV-t algorithm for two-dimensional code acquisition is analyzed in uncorrelated and coherent multipath propagation environments in section 3B. In section 4, a discussion of simulation results is given. In section 5, we draw the main conclusions.

II. SYSTEM MODEL

The signal model under consideration is an asynchronous multiuser DS-CDMA model with a fading multipath channel. The baseband signal of kth user is formed

\[ x_k(t) = \sum_{i=1}^{I} b_{k,i}s_k(t - iT) \]  

(1)

where \( b_{k,i} \in \{-1, 1\} \) is the kth user’s data symbol. \( T \) denote one symbol duration. The spreading code assigned to kth user is modelled as

\[ s_k(t) = \sum_{n=1}^{N} s_{k,n}\Pi(t - nT_c), \]

where \( s_{k,n} \in \)
\{-1, +1\}, \Pi(t)\) denotes a unit rectangular pulse over the chip period \(T_c\) which is zero outside of \(0 \leq t \leq T_c\). \(N = T/T_c\) is the processing gain.

Without loss of generality, we assume for simplicity that the receiver is equipped with an M-element uniform linear array. We make a standard narrowband assumption where the signal bandwidth is much smaller than carrier frequency. This implies that the time delay due to physical array only cause a phase shift on the impinging signals. Hence, the received signal at the \(m\)th antenna sensor can be expressed as

\[
r^m(t) = \sum_{k=1}^{K} \sum_{l=1}^{L} b_{k,l} a_{k,l,i} s_k(t - iT - \tau_{k,l}) e^{j(m-1)\pi \sin(\theta_{k,l})} + n^m(t) \tag{2}
\]

where the fading coefficient \(a_{k,l,i}\) may vary from symbol to symbol. Variables \(\tau_{k,l}\) and \(\theta_{k,l}\) are time delay and direction-of-arrival (DOA), respectively. They are assumed to remain roughly constant within the observation interval.

Assuming that the front-end of each antenna sensor is equipped with a chip-MF to convert a continuous-time signal to discrete-time signal, the sampled output of \(r^m(t)\) may be written as

\[
r^m[n] = \frac{1}{T_c} \int_{(i+1)T_c}^{iT_c} r^m(t) dt \tag{3}
\]

Because of asynchronous transmission, the time reference is arbitrarily aligned to the transmitted bit boundaries. For getting one whole transmitted bit within the window, the observation window can be enlarged into the size of two symbols. Thus, \(r^m(t) \in \mathbb{C}^{2N}\) at time \(i\)

\[
r^m_i = [r^m[iN + 1], r^m[iN + 2], ..., r^m[(i + 2)N]] \tag{4}
\]

Therefore, the sampled signal at \(m\)th sensor for \(i\)th symbol is described by

\[
r^m_i = \sum_{k=1}^{K} \sum_{l=1}^{L} b_{k,l,i} a_{k,l,i} s_k(t - iT - \tau_{k,l}) e^{j(m-1)\pi \sin(\theta_{k,l})} \tag{5}
\]

where

\[
\begin{align*}
\mathbf{g}_{k,l} &= [g_k N - h_k, N, \ldots, 0, \ldots, 0] T \\
\mathbf{g}_{k} &= [g_k N, h_k, 0, \ldots, 0] T \\
\mathbf{g}_{l} &= [0, \ldots, 0, g_k N, h_k] T
\end{align*}
\]

The exact time delay of \(i\)th user’s \(h\)th path can be expressed as \(\tau_{h,k} = h_k T_c + \zeta_h\), where \(h_k\) and \(\zeta_h\) are the integer and fractional part of time delay \(\tau_{h,k}\), respectively.

The overall sampled signal at the antenna array sensors is expressed as

\[
r_i = \sum_{k=1}^{K} \sum_{l=1}^{L} b_{k,l,i} a_{k,l,i} \mathbf{g}_k \mathbf{g}_l + \mathbf{n}_i \tag{6}
\]

\[
where \(a_{k,l,i} = [1, e^{j\pi \sin(\theta_{k,l})}, \ldots, e^{j(M-1)\pi \sin(\theta_{k,l})}] T\). Similar to the array response vectors \(\mathbf{a}_{k,l}\), the space-time response vectors are defined as

\[
\begin{align*}
\mathbf{h}_{k,l} &= \mathbf{h}_k(T, \tau) = \mathbf{g}_k \times \mathbf{a}_{k,l} \\
\mathbf{h}_k &= \mathbf{h}_k(T, \tau) = \mathbf{c}_k \times \mathbf{a}_{k,l} \\
\mathbf{h}_l &= \mathbf{h}_l(T, \tau) = \mathbf{c}_l \times \mathbf{a}_{k,l}
\end{align*}
\]

where \(\times\) denotes the Kronecker product of the two vectors. Finally, the compact representation of (6) can be expressed as

\[
r_i = \mathbf{H} a_i + \mathbf{n}_i \tag{8}
\]

here \(2MN \times 3KL\) matrix \(\mathbf{H} = [\mathbf{h}_{1,1}, \mathbf{h}_{1,2}, \mathbf{h}_{1,3}, \ldots, \mathbf{h}_{K,1}, \mathbf{h}_{K,2}, \mathbf{h}_{K,3}]\). The dimension of \(\mathbf{A}_k\) corresponding to \(i\)th sampled symbol is \(3KL \times 3K\). Its expression is \(\mathbf{A}_i = \text{diag}\{\mathbf{A}_{k,1}, \ldots, \mathbf{A}_{k,i}, \ldots, \mathbf{A}_{k,K}\}\) and \(\mathbf{A}_{k,i} = \begin{pmatrix}
0 & 0 & 0 \\
0 & a_{k,1,i} & 0 \\
0 & 0 & a_{k,1,i+1}
\end{pmatrix}\)

\[
b_i = [b_{1,i-1}, b_{1,i}, b_{1,i+1}, \ldots, b_{K,i-1}, b_{K,i}, b_{K,i+1}] T
\]

Symbols are random and independent binary variables with zero mean, e.g. \(E[\{b_i\}] = 0\) and \(E[\{b_i b_{i,j}\}] = 0\) if \(k \neq p\) and/or \(i \neq j\). Symbols are also uncorrelated with fading coefficients. \(\mathbf{n}_i\) is \(3K \times 1\) noise vector. The noise is independent zero mean circular complex Gaussian random variable which are uncorrelated with symbols and fading coefficients.

III. TWO-DIMENSIONAL CODE ACQUISITION PROBLEM

Subspace based estimator need the eigen-decomposition of ensemble correlation matrix. The ensemble correlation matrix of \(r_i\) can be written as

\[
R_r = E\{x_i x_i^H\} = E\{HA_i b_i + n_i HA_i b_i + n_i^H\} = H R_A(i) H^H + \sigma^2 I
\]

The correlation matrix \(R_A(i) = \text{diag}\{R_{A}(1,i), \ldots, R_{A}(K,i)\}\), \(A_{k,i}\) is shown at the top of the next page, and \(a_{k,l,i} = \{a_{k,l,i}, \ldots, a_{k,l,i+1}\}\), \(a_{k,l,i+1} = E\{a_{k,l,i} a_{k,l,i+1}^*\}\). The ensemble correlation matrix \(R_r\) can be eigen-decomposed as

\[
R_r = \sum_{d=1}^{2MN} \lambda_d u_d u_d^H \tag{12}
\]
\[ R_A(k; i) = \begin{pmatrix} a'_{k,(1,1),i-1} & 0 & 0 & \cdots & a'_{k,(1,1),i-1} & 0 & 0 \\ 0 & a'_{k,(1,1),i} & 0 & \cdots & 0 & a'_{k,(1,1),i} & 0 \\ 0 & 0 & a'_{k,(1,1),i+1} & \cdots & 0 & 0 & a'_{k,(1,1),i+1} \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & a'_{k,(1,L),i-1} & 0 & 0 \\ 0 & a'_{k,(1,L),i} & 0 & \cdots & 0 & a'_{k,(1,L),i} & 0 \\ 0 & 0 & a'_{k,(1,L),i+1} & \cdots & 0 & a'_{k,(1,L),i+1} \\ \end{pmatrix} \] (11)

where \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_D \geq \lambda_{D+1} = \cdots = \lambda_{2NM} = \sigma^2 \) are eigenvalues of \( R_a \) in descending order, and \( u_d, d = 1, \ldots, 2MN, \) are the corresponding eigenvectors. We refer to the subspace spanned by \( u_1, \ldots, u_d \) as signal subspace and \( u_{D+1}, \ldots, u_{2MN} \) as noise subspace. The ensemble correlation matrix may be written as

\[ R_e = U_s \Lambda_s U_s^H + U_n \Lambda_n U_n^H \] (13)

Practically, the ensemble correlation matrix \( R_e \) is not available, and a sample correlation matrix \( R_r \) is used instead and eigen-decomposed

\[ R_r = \frac{1}{T} \sum_{i=1}^{L} r_i r_i^H = \hat{U}_s \Lambda_s \hat{U}_s^H + \hat{U}_n \Lambda_n \hat{U}_n^H \] (14)

### A. EV-t Algorithm for Two-Dimensional Code Acquisition

We consider a general cost function for parameter estimation as

\[ \{ \tilde{\tau}_1, \tilde{\theta}_1, \cdots, \tilde{\tau}_L, \tilde{\theta}_L \} = \hat{H}_s^H \hat{H}(\hat{H}_s^H \hat{h}_1 \} \] (15)

where \( \hat{h}_1 = c_1 \otimes a \) is a replica of the first user’s space-time code vector. A natural extension of the general cost function can be with a different definition of \( \hat{H}(R) \), e.g., \( \hat{H}(R) = U_s \Lambda_s U_s^H \) results in MUSIC estimator, and \( \hat{H}(R) = U_s \Lambda_s^{-1} U_s^H \) is eigenvector (EV) estimator. Different with the general subspace based estimators, e.g., MUSIC, EV estimator, the proposed algorithm, called EV-t, looks for a maximum projection of desired signal’s space-time direction onto signal subspace with the support of training sequence. In this case, the weight vector of EV-t for two-dimensional code acquisition is defined as

\[ w_{EV-t} = \hat{U}_s \Lambda_s^{-1} \hat{U}_s^H \hat{h}_1 \] (16)

Due to the uncorrelatedness of the symbols, \( E\{HA_i b_{i,j}\} = \sum_{i=1}^L h_i, a_{i,j} a_{i,j} ^T \} \) can be used to roughly estimate \( \hat{h}_1 \). Since then we have \( \hat{h}_1 = \sum_{i=1}^L h_i(1, a_{i,j} a_{i,j} ^T) \), where \( a_{i,j} = \sum_{i=1}^L a_{i,j} \).

The parameters are estimated by searching the maximum peaks through two-dimensional spectra. If eigenvalues/eigenvectors are accurately estimated, \( L \) maximum peaks indicating space-time directions of the first user can be caught.

### B. Performance Analysis

In this section, we analyze the performance of EV-t estimator. Specifically, we address the limitations of this estimator resulted from the perturbation on the estimated eigenvalue and eigenvectors in the signal subspace, and the estimated \( \hat{h}_1 \).

In [20], the estimated eigenvalues and eigenvector are discussed. In [21], the estimated eigenvalue \( \lambda_d, d = 1, \ldots, D \), corresponding to the signal subspace are expressed as

\[ \lambda_d = \lambda_d + \frac{1}{\sqrt{T}} \beta_{d,d} \] (17)

\( \beta_{d,d} \) is the \( d \)th diagonal component of the hermitian matrix \( \beta \) with the following statistical properties

\[ E[\beta_{d,f}] = 0 \] (18)

\[ E[\beta_{d,f} \delta_{e,g}] = u_d^H R_s u_e u_g^H R_s \beta_{d,f} = \lambda_d \lambda_f \delta_{d,e} \delta_{f,g} \] (19)

where \( \delta_{d,e} = 1 \) only if \( d = e \), otherwise \( \delta_{d,e} = 0 \). Meanwhile, the associated eigenvectors \( u_d \), \( d = 1, \ldots, D \), are [21]

\[ u_d = [1 - \frac{1}{2T} \sum_{j=2}^{2NM} |v_{f,d,j}|^2] u_d + \frac{1}{\sqrt{T}} \sum_{j=2}^{2NM} |v_{f,d,j}|^2 u_d + O(\frac{1}{T^2}) \] (20)

and

\[ v_{f,d} = \left\{ \begin{array}{ll} \frac{\beta_{f,d}}{(\lambda_d - \lambda_f)} & \text{if } d = 1, \ldots, D, d \neq f, \\
\frac{\beta_{f,d}}{(\lambda_d - \sigma^2)} & \text{if } d = 1, \ldots, D, f = D + 1, \ldots, 2NM. \end{array} \right. \] (21)

Because

\[ \lambda_d^{-1} = \frac{\lambda_d}{\lambda_d(1 - \frac{\beta_{d,d}}{\sqrt{T} \lambda_d^2})} \approx \frac{\lambda_d}{1 - \frac{\beta_{d,d}}{\sqrt{T} \lambda_d}}, \]

the mean of \( u_d \beta_d^{-1} u_d^H \) (Appendix A) is

\[ E\{\hat{u}_d \hat{\lambda}_d^{-1} \hat{u}_d^H\} = \left[ \frac{1}{\lambda_d} u_d u_d^H - \frac{1}{T} \sum_{j=2}^{2NM} \frac{\lambda_j}{(\lambda_d - \lambda_j)^2} u_d u_d^H + O(\frac{1}{T^2}) \right. \] (22)
1) Performance Analysis for Uncorrelated Multipath Propagation: To clarify and simplify the derivation, a rational assumption that $h_{1,1}$ happens to match $u_1$, $h_{1,2}$ matches $u_2$ and so on until $h_{1,L}$ happens to match $u_L$ is made here. Among $L$ maximum peaks, the performance analysis at below focuses on the first path of the first user. After a series of algebraic manipulations (see appendix B), we get

$$E\{w^H_{EV-t}\hat{h}_1\}_{\omega o} = \hat{h}_1^H + \sum_{d=1}^{D} E\{\hat{u}_d\lambda_d^{-1}u_d^H\}h_1 = a_{1,1}h_{1,1}^H u_1\lambda_1^{-1}u_1^Hy_1 + \chi a_{1,1}h_{1,1}^H u_1u_1^Hy_1 + O\left(\frac{1}{T^2}\right)$$

Because of uncorrelated multipath propagation, we define $D = 3KL$. The perturbation coefficient $\chi$ is

$$\chi = \frac{1}{I} \left( \sum_{d=2}^{D} \frac{1}{\lambda_1 - \lambda_d} - \frac{\sigma^2(2NM - D)}{(\lambda_1 - \sigma^2)^2} \right)$$

2) Performance Analysis for Coherent Multipath Propagation: In this case, the performance analysis bases on the assumption of $h_{1,1}, ..., h_{1,L}$ lying along the same direction of $u_1$. After a series of algebraic manipulations (see appendix C), the performance of EV-t for the first path of the first user is derived as

$$E\{w^H_{EV-t}\hat{h}_1\} = \hat{h}_1^H + \sum_{d=1}^{D} E\{\hat{u}_d\lambda_d^{-1}u_d^H\}h_1 = a_{1,1}h_{1,1}^H u_1\lambda_1^{-1}u_1^Hy_1 + \chi a_{1,1}h_{1,1}^H u_1u_1^Hy_1 + O\left(\frac{1}{T^2}\right)$$

Compared with (23), an extra error-term $\sum_{d=2}^{D} a_{1,1}\lambda_1^{-1} + \chi a_{1,1}\lambda_1^{-1}u_1^Hy_1$ is in (25). Because of unknown number of coherent signals, we still define $D = 3KL$. The perturbation coefficient $\chi$ is given as

$$\chi = \frac{1}{I} \left( \sum_{d=2}^{D} \frac{1}{\lambda_1 - \lambda_d} - \frac{\sigma^2(2NM - D)}{(\lambda_1 - \sigma^2)^2} \right)$$

From (23) and (25) we see that the performance of $E\{w^H_{EV-t}\hat{h}_1\}_{\omega o}$ highly depends on the fading coefficients, e.g., $a_{1,1}$ and $a_{1,l}$, and perturbation coefficients, e.g., $\chi$ and $\chi_l$. Because $a_{1,l} = \sum_{i=1}^{I} a_{1,i}l_i$, its probability distribution can not be defined. A severe performance degradation can be caused by $a_{1,l}$ with increasing length of training sequence $I$. If noise is small enough, we can see that $\chi$ and $\chi_l$ are inversely proportional with $I$ and eigenvalue $\lambda_d$, and are proportional with dimensionality $2MN - D$. The second parts of $\chi$ and $\chi_l$ are on the inverse square $\lambda_d$, hence the activity of $2MN - D$ has a great decrement with increasing $\lambda_d$, $\lambda_d$, $d = 1, ..., D$, are proportional with signal strengths and the length of space-time response vector (see Appendix D). We note here that $I$ plays a negative role in $a_{1,1}$ and a positive role in $\chi$.

IV. SIMULATION RESULTS

In this section we give some numerical examples to illustrate the observations got from the analysis above. In addition, we compare the results to those of traditional MUSIC in an asynchronous DS-CDMA uplink channel where the received multi-user signals undergo frequency selective Rayleigh fading. The Rayleigh fading processes are conducted as following: the carrier frequency is $f_c = 1.8$GHz, the mobile speed is $v = 50$km/h, and the symbol rate is $1/T = 16$Kbs. Hence, the maximum Doppler shift is $f_d = (\frac{v}{c})f_c = 83.3$Hz, and the channel coherence time $T_{coh}$ is equal to $\frac{1}{f_d} = 0.012s$.

For each simulation, only the code and training sequence of first user are known. Any parameters, such as time-varying Rayleigh fading coefficients, are assumed to be unknown. Gold codes of length $N = 15$ are used for spreading. A uniform linear array with half a wavelength sensor spacing is used. Time delays are assumed discrete and uniformly distributed over $[0, 0.1, ..., 14]$ chips. The angle spread is within a span of $60^\circ$. The number of users $K$ is set as 3 and the number of resolvable paths is $L = 2$. Therefore, the total number of source signals is $3KL$, where the maximum signal subspace dimension is defined $D = 3KL$. In case of coherent multipath simulation, we still define $D = 3KL$ due to the unknown number of coherent signals. We assume the first path delay $\tau_{1,1} < \tau_{1,l}$ for $l \neq 1$. SNRs in the chip-MF output is always 10dB. All simulation results are based on 1000 independent runs. The performance measure is defined as the probability of successful acquisition. A successful acquisition is regarded when the estimation error of time delay is less than half a chip, and the estimation error of DOA is less than $3^\circ$.

A. Effect of channel correlation

In this experiment, we examine the effect of channel correlation which varies from 0.1 to 1. The system includes $K = 3$ users in an equal-energy two-path Rayleigh fading channel. The average SNR is 10dB and all interfering users are 10dB stronger. The number of antenna sensors is 12, and $D$ is fixed to $3KL$.

Fig. 1 shows the achieved probabilities of acquisition as a function of correlation coefficient. Predictably, MUSIC fails due to the existence of coherent multipaths. However, the acquisition probabilities of EV-t are acceptable and remain almost on the same level regardless of the correlation coefficient.

B. Effect of MAI

Here we study the effect of increasing the level of MAI per interfering user in uncorrelated and coherent multipath environments, respectively. The system includes $K = 3$ users in an equal-energy two-path Rayleigh fading channel. The average SNR is 10dB. The number of antenna sensors is 12 and $D = 3KL$.

Fig. 2 shows the achieved probabilities of acquisition as a function of MAI per interfering user for uncorrelated multipath propagation. In this case, the correlation coefficient between the paths for each user is zero. Fig. 2 shows the acquisition
probabilities of EV-t are invariant, even if MAI reaches to 30dB. However, MUSIC fails in higher MAI scenario. Fig. 3 shows the achieved probabilities of acquisition for coherent multipath propagation. In this simulation, the correlation coefficient between paths of each user is set 1. If noise is small enough, square signal strengths have inversely proportional with $2NM - d$. Hence, one can see that the acquisition probabilities of EV-t in Fig. 3 are still as good as they are in Fig. 2.

C. Effect of the number of antenna sensors

In this set of experiments, we study the effect of number of antenna sensors. The system includes $K = 3$ users in an equal-energy two-path Rayleigh fading channel. The average SNR is 10dB and all the interfering users are 10dB stronger. $D$ is set to $3KL$.

Figs. 4 and 5 show the achieved probabilities of acquisition as function of number of antenna sensors for uncorrelated and coherent multipath scenario, respectively. The two figures show that the performance of MUSIC has not a great improvement with the increasing number of antenna sensors. However, EV-t depends essentially on the length of space-time response vector. It is hence expected that with large number of antenna sensors the performance of EV-t can be greatly improved, as can be seen in Figs. 4 and 5.
In this paper, we introduced a new algorithm, named EV-t, for the two-dimensional code acquisition problem in DS-CDMA arrays. The algorithm was analytically analyzed and illustrated by numerical examples. It was observed that the main benefit of EV-t is that it is a robust algorithm to perform parameter estimation regardless of the multipath channel correlation.

V. CONCLUSION

In this paper, we introduced a new algorithm, named EV-t, for the two-dimensional code acquisition problem in DS-CDMA arrays. The algorithm was analytically analyzed and illustrated by numerical examples. It was observed that the main benefit of EV-t is that it is a robust algorithm to perform parameter estimation regardless of the multipath channel correlation.

APPENDIX

A

At first, the mean of $\hat{u}_d \lambda_d^{-1} \hat{u}_d^H$ is examined. With the assumption of $\beta_{d,d} \ll \lambda_d$, we have $\lambda_d^{-1} = \frac{1}{\lambda_d} (1 - \frac{\beta_{d,d}}{\sqrt{\lambda_d + \beta_{d,d}}}) \approx \frac{1}{\lambda_d} (1 - \sqrt{\lambda_d \lambda_d})$, in this case, $\hat{u}_d \lambda_d^{-1} \hat{u}_d^H$ can be assumed asymptotically equals to $\frac{1}{\lambda_d} \hat{u}_d \lambda_d \hat{u}_d^H = \frac{1}{\lambda_d} \hat{u}_d \lambda_d \hat{u}_d^H$. Substituting (20) into $\frac{1}{\lambda_d} \hat{u}_d \lambda_d \hat{u}_d^H$ and $\hat{u}_d \frac{\beta_{d,d}}{\sqrt{\lambda_d \lambda_d}} \hat{u}_d^H$, we get

$$
\frac{1}{\lambda_d} \hat{u}_d \lambda_d \hat{u}_d^H = \frac{1}{\lambda_d} \hat{u}_d \lambda_d \hat{u}_d^H - \frac{1}{\lambda_d} \hat{u}_d \lambda_d \hat{u}_d^H
$$

$$
+ \frac{1}{\lambda_d} \sum_{f,d} \sum_{i,d} \beta_{d,d} \alpha_{d,d} \sum_{f,d} \sum_{i,d} |v_{f,d}|^2 |u_{d,d}^H| + \frac{1}{\lambda_d} \sum_{f,d} \sum_{i,d} \beta_{d,d} \alpha_{d,d} \sum_{f,d} \sum_{i,d} |v_{f,d}|^2 |u_{d,d}^H|
$$

$$
+ \frac{1}{\lambda_d} \sum_{f,d} \sum_{i,d} \beta_{d,d} \alpha_{d,d} \sum_{f,d} \sum_{i,d} |v_{f,d}|^2 |u_{d,d}^H|
$$

$$
= \frac{1}{\lambda_d} \hat{u}_d \lambda_d \hat{u}_d^H - \frac{1}{\lambda_d} \hat{u}_d \lambda_d \hat{u}_d^H
$$

Using (27) and (28), the mean of $\hat{u}_d \lambda_d^{-1} \hat{u}_d^H$ is derived as

$$
E\{\hat{u}_d \lambda_d^{-1} \hat{u}_d^H\} = \frac{1}{\lambda_d} \hat{u}_d \lambda_d \hat{u}_d^H - \frac{1}{\lambda_d} \hat{u}_d \lambda_d \hat{u}_d^H
$$

APPENDIX B

In this appendix, the performance of $E\{w_{EV-t}^H \hat{h}_1\}$ is analyzed for uncorrelated multipath propagation. Below the maximum peak corresponding to first path of first user is investigated. In this case, $E\{w_{EV-t}^H \hat{h}_1\}$ can be split into three parts according to the partition of $\hat{h}_1$.

$$
E\{w_{EV-t}^H \hat{h}_1\} = \hat{h}_1^H \sum_{d=1}^D E\{\hat{u}_d \lambda_d^{-1} \hat{u}_d^H\} \hat{h}_1
$$

$$
= a_{1,1} \hat{h}_1^H D \sum_{d=1}^D E\{\hat{u}_d \lambda_d^{-1} \hat{u}_d^H\} \hat{h}_1
$$

$$
+ \sum_{l=2}^L a_{1,l} \hat{h}_1^H L \sum_{d=1}^D E\{\hat{u}_d \lambda_d^{-1} \hat{u}_d^H\} \hat{h}_1
$$

$$
= A + B
$$
The A, B, and C parts correspond to the contribution of first path of first user, multipath interferences from first user, and noise interference respectively.

**Performance analysis of part A**

\[
\begin{align*}
\sum_{d=1}^{D} a_{1,1} & h_{1,1}^{H} E\{u_{d}\lambda_{d}^{-1}u_{d}^{H}\}h_{1} \\
= & a_{1,1} h_{1,1}^{H} u_{1}\lambda_{1}^{-1} u_{1}^{H} h_{1} + \sum_{d=2}^{D} a_{1,1} h_{1,1}^{H} u_{d}\lambda_{d}^{-1} u_{d}^{H} h_{1} \\
- & \frac{1}{L} \sum_{l=2}^{L} \frac{\lambda_{f}}{(\lambda_{1} - \lambda_{f})} h_{l,1}^{H} u_{l}^{H} h_{1} \\
- & \frac{1}{L} \sum_{l=2}^{L} \frac{\lambda_{f}}{(\lambda_{d} - \lambda_{f})} h_{l,1}^{H} u_{l}^{H} h_{1} \\
+ & O\left(\frac{1}{D}\right)
\end{align*}
\]

**Performance analysis of part C**

\[
\begin{align*}
\sum_{d=1}^{D} a_{1,1} & h_{1,1}^{H} E\{u_{d}\lambda_{d}^{-1}u_{d}^{H}\}h_{1} \\
= & a_{1,1} h_{1,1}^{H} u_{1}\lambda_{1}^{-1} u_{1}^{H} h_{1} + \sum_{d=2}^{D} a_{1,1} h_{1,1}^{H} u_{d}\lambda_{d}^{-1} u_{d}^{H} h_{1} \\
- & \frac{1}{L} \sum_{l=2}^{L} \frac{\lambda_{f}}{(\lambda_{1} - \lambda_{f})} h_{l,1}^{H} u_{l}^{H} h_{1} \\
- & \frac{1}{L} \sum_{l=2}^{L} \frac{\lambda_{f}}{(\lambda_{d} - \lambda_{f})} h_{l,1}^{H} u_{l}^{H} h_{1} \\
+ & O\left(\frac{1}{D}\right)
\end{align*}
\]

Because \(h_{1,1}^{H} u_{d}^{H} h_{1} = 0\) for \(d \neq l\), the parts with underline are zeros. Meanwhile, as the searching point \(h_{1,1}^{H} h_{1}\) is on \(h_{1,1}^{H} u_{d}^{H} h_{1} = 0\). Hence we get \(\sum_{l=2}^{L} a_{1,1} h_{l,1}^{H} E\{u_{d}\lambda_{d}^{-1}u_{d}^{H}\}h_{1} = O\left(\frac{1}{D}\right)\).

**APPENDIX**

**C**

The performance of \(E\{w_{E,V}^{H} - h_{1}\}\) in this appendix is evaluated in coherent multipath transmission. Same as Appendix B, the performance of 1st user 1st path is investigated. We split \(E\{w_{E,V}^{H} - h_{1}\}\) into three parts according to the partition of \(h_{1}\). Then we get

\[
E\{w_{E,V}^{H} - h_{1}\} = \sum_{d=1}^{D} E\{u_{d}\lambda_{d}^{-1}u_{d}^{H}\}h_{1}
\]

The A, B, and C parts are the contribution from first path of first path, multipath interferences from first user, and noise interference respectively.
Performance analysis of part A

\[ a_{1,1} h_{1,1}^{H} \sum_{d=1}^{D} E\{\hat{u}_d \hat{h}^d_{1} \} \hat{h}_{1} \]

\[ = a_{1,1} h_{1,1}^{H} u_{1} \lambda_{1} \hat{h}_{1} + a_{1,1} \sum_{d=2}^{D} h_{1,1}^{H} u_{d} \lambda_{d} \hat{h}_{1} \]

\[ = a_{1,1} \frac{1}{T} \sum_{f=2}^{2NM} \frac{\lambda_f}{(\lambda_f - \lambda_f)^2} h_{1,1}^{H} u_{1} u_{f}^{H} \hat{h}_{1} \]

\[ = a_{1,1} \frac{1}{T} \sum_{d=2}^{D} \sum_{f=2}^{2NM} \frac{\lambda_f}{(\lambda_f - \lambda_f)^2} h_{1,1}^{H} u_{d} u_{f}^{H} \hat{h}_{1} \]

\[ + a_{1,1} \frac{1}{T} \sum_{f=2}^{2NM} \frac{\lambda_f}{(\lambda_f - \lambda_f)^2} h_{1,1}^{H} u_{1} u_{f}^{H} \hat{h}_{1} \]

\[ + a_{1,1} \frac{1}{T} \sum_{d=2}^{D} \sum_{f=2}^{2NM} \frac{\lambda_f}{(\lambda_f - \lambda_f)^2} h_{1,1}^{H} u_{d} u_{f}^{H} \hat{h}_{1} \]

\[ + a_{1,1} \frac{1}{T} \sum_{f=2}^{2NM} \frac{\lambda_f}{(\lambda_f - \lambda_f)^2} h_{1,1}^{H} u_{1} u_{f}^{H} \hat{h}_{1} + O(\frac{1}{T^2}) \]

In (39), \( h_{1,1}^{H} u_{d} u_{f}^{H} \hat{h}_{1} = 0 \) for \( d \neq 1 \).

Performance analysis of part B Part B of (38) can be decomposed and derived as

\[ \sum_{l=1}^{L} a_{1,l} h_{1}^{H} \sum_{d=1}^{D} E\{\hat{u}_d \hat{h}^d_{1} \} \hat{h}_{1} \]

\[ = \sum_{l=1}^{L} a_{1,l} h_{1}^{H} u_{1} \lambda_{1} \hat{h}_{1} + \sum_{l=2}^{L} a_{1,l} \sum_{d=2}^{D} h_{1}^{H} u_{d} \lambda_{d} \hat{h}_{1} \]

\[ = \frac{1}{T} \sum_{l=2}^{L} \sum_{f=2}^{2NM} \frac{\lambda_f}{(\lambda_f - \lambda_f)^2} h_{1,1}^{H} u_{1} u_{f}^{H} \hat{h}_{1} \]

\[ = \frac{1}{T} \sum_{d=2}^{D} \sum_{f=2}^{2NM} \frac{\lambda_f}{(\lambda_f - \lambda_f)^2} h_{1,1}^{H} u_{d} u_{f}^{H} \hat{h}_{1} \]

\[ + \frac{1}{T} \sum_{f=2}^{2NM} \frac{\lambda_f}{(\lambda_f - \lambda_f)^2} h_{1,1}^{H} u_{1} u_{f}^{H} \hat{h}_{1} \]

\[ + \frac{1}{T} \sum_{d=2}^{D} \sum_{f=2}^{2NM} \frac{\lambda_f}{(\lambda_f - \lambda_f)^2} h_{1,1}^{H} u_{d} u_{f}^{H} \hat{h}_{1} + O(\frac{1}{T^2}) \]

APPENDIX D

Let \( HR_F(i)H^H \) denote the noise free correlation matrix. It can be eigen-decomposed as

\[ HR_F(i)H^H = \sum_{d=1}^{D} \hat{\lambda}_d u_d u_d^H \]

\[ \hat{\lambda}_d, d = 1, \cdots, D, \] are noise free eigenvalues. \( \hat{\lambda}_d \) is related to \( \lambda_d \) by \( \lambda_d = \hat{\lambda}_d - \sigma^2 \).

Because space-time response vectors in \( H \) are orthogonal, we get

\[ \sum_{d=1}^{D} \hat{\lambda}_d = tr\{HR_F(i)H^H\} \]

\[ = E\{|a_{1,1,1}|^{2}\} \sum_{k=1}^{K} \sum_{l=1}^{L} \sum_{f=1}^{D} |h_{k,l,f}|^2 + |\hat{h}_{k,l,f}^2| \]

\[ = E\{|a_{1,1,1}|^{2}\} \sum_{k=1}^{K} \sum_{l=1}^{L} \sum_{f=1}^{D} |h_{k,l,f}|^2 + |\hat{h}_{k,l,f}^2| \]

where \( |\hat{h}_{k,l,f}^2| = \frac{E\{|a_{1,1,1}|^{2}\}}{E\{|a_{1,1,1}|^{2}\}} |\hat{h}_{k,l,f}^2| \), and \( |\hat{h}_{k,l,f}^2| = M(N - \tau_{k,l,f}) \) (see Appendix E). (42) shows that \( \lambda_d, d = 1, \cdots, D, \) are proportional with signal strengths and the number of antenna elements. If \( \sigma^2 \) is small enough, \( \lambda_d \approx \hat{\lambda}_d \).

Therefore we can suppose \( \lambda_d, d = 1, \cdots, D, \) are proportional with the signal strengths and the number of antenna elements.

APPENDIX E

The correlation functions of code vectors are

\[ |c_{i,k,l}^2| = \sum_{k=1}^{K} |c_{i,k,l}|^2 = \tau_{k,l} \]

\[ |\bar{c}_{i,k,l}^2| = \sum_{k=1}^{K} |\bar{c}_{i,k,l}|^2 = N \]

\[ \sum_{k=1}^{K} |\bar{c}_{i,k,l}|^2 = \sum_{k=1}^{K} |c_{i,k,l}|^2 = N - \tau_{k,l} \]
Hence, the correlation functions of space-time response vectors are derived as

\[ h_{k,l}^2 = h_k^H h_{k,l} = M \tau_{k,l} \]  

(46)

\[ h_{k,l}^2 = h_k^H h_{k,l} = M N \]  

(47)

\[ h_{k,l}^2 = h_k^H h_{k,l} = M (N - \tau_{k,l}) \]  

(48)
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