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Abstract—Designing modern machine tools is a complex task. A simulation tool to aid the design work, a virtual machine, has therefore been developed in earlier work. The virtual machine considers the interaction between the mechanics of the machine (including structural flexibility) and the control system. This paper exemplifies the usefulness of the virtual machine as a tool for product development. An optimisation study is conducted aiming at improving the existing design of a machine tool regarding weight and manufacturing accuracy at maintained manufacturing speed. The problem can be categorised as constrained multidisciplinary multi-objective multivariable optimisation. Parameters of the control and geometric quantities of the machine are used as design variables. This results in a mix of continuous and discrete variables and an optimisation approach using a genetic algorithm is therefore deployed. The accuracy objective is evaluated according to international standards. The complete systems model shows non-deterministic behaviour. A strategy to handle this based on statistical analysis is suggested. The weight of the main moving parts is reduced by more than 30 per cent and the manufacturing accuracy is improvement by more than 60 per cent compared to the original design, with no reduction in manufacturing speed. It is also shown that interaction effects exist between the mechanics and the control, i.e. this improvement would most likely not been possible with a conventional sequential design approach. Methods and strategies for non-deterministic optimisation approach are discussed by, for example [4], [5] and [6]. However, none of these incorporates detailed time-varying structural dynamics simulation capabilities.

The aim of this paper is to show the usefulness of the virtual machine concept for machine tool design optimisation. Designing a machine tool includes a wide variety of tasks ranging from selecting off-the-shelf products to designing unique parts from scratch. The design problem therefore usually consists of a mixture of continuous and discrete variables. Hence, a non-gradient based optimisation algorithm is well suited for the problem. Furthermore, in this type of problem many, often conflicting, objectives are usually present, i.e. it is a multi-objective problem. Methods able to handle this type of optimisation problem are discussed by, for example [7] and [8]. The complete multidisciplinary model of the studied mechatronic system shows a non-deterministic behaviour. Methods and strategies for non-deterministic simulations have in recent years received increased attention within the research community; see, for example [9] and [10]. The focus has been on systems with uncertain or variable model properties. However, in the virtual machine simulation, the source of non-determinism is inherent to the set-up. Statistical methods that consider this are suggested.

I. INTRODUCTION

On the increasingly competitive global market, users of machine tools demand increased accuracy and efficiency. This forces machine tool developers to incorporate new methods and tools in their development processes. Virtual experimentation (advanced simulation tools) seems promising for addressing these new demands while at the same time attaining other benefits, such as shortened time-to-market. This has been shown in other areas of engineering; see, for example, [1]. A virtual machine concept to support simulation-driven mechatronic design of CNC machine tools has therefore been developed in earlier work [2]. The virtual machine includes a real control system, simulation models of the machine having real-time capabilities as well as visualisation of the machine. The control system is a standard control system commonly used in the studied type of machine tools. This limits the design work to choosing suitable control system parameters. This parallel multidisciplinary design approach, simultaneously analyzing the mechanics and the control, and thereby utilising interaction effects, is believed to be superior to the traditional sequential design approach [3]. Other works related to the idea of a virtual machine are, for example [4], [5] and [6]. However, none of these incorporates detailed time-varying structural dynamics simulation capabilities.

II. VIRTUAL MACHINE OVERVIEW

The virtual machine includes a real control system, a hardware-in-the-loop (HIL) simulation of the machine and a virtual reality model for visualisation of the machine, see Fig. 1.
Fig. 1 Overview of the virtual machine

The HIL simulator contains a machine simulation model, hardware for reading actuator control signals as well as hardware for emulation of sensors, see Fig. 2.

Fig. 2 HIL simulator

The machine simulation model is capable of describing the time-varying structural dynamic response of the studied machine in real-time. The need for real-time performance is because the inputs and outputs to and from the simulation have to be synchronised with a real control system. Therefore the cycle time of the simulation has to be the same as, or lower than, the cycle time of the control, in this work 250 µs. For a detailed description of the virtual machine see [2].

III. CASE STUDY; DESIGN OPTIMISATION OF A WATER JET CUTTING MACHINE

This chapter describes the case study specifically while also giving general information about the chosen optimisation approach.

A. Water Jet Cutting Machine

Water jet cutting is a manufacturing technique that uses the erosion power of water to shape the work piece. The basic principle is to channel highly pressurised water (400 MPa or more) through a narrow nozzle in the cutting head, concentrating an extreme amount of energy in a small area and thereby creating massive cutting power. To further increase the cutting power abrasives are usually added to the process. More information about water jet cutting can be found in [11].

A schematic of the studied water jet cutting machine can be seen in Fig. 3. The machine has two axes of motion in the horizontal xy-plane.

A typical machine contains several cutting heads. In the studied machine design, the cutting heads are attached to the cutting head holder beam (1) which is mounted on the X-unit (2). The X-unit is able to move along the boom (3) enabling motion in the x-direction. The boom is able to move along the stand (4) enabling motion in the y-direction. Both axes are driven by electric motors via ball screws. A more thorough description of the machine design is given in [12].

B. Machine Simulation Model

The machine simulation model contains several sub-models; a structural dynamics model simulating the flexibility of the moving mechanical parts, a motor model and a multi-body model of the transmission. The complete model is built in Simulink (MATLAB) and controlled from MATLAB.

An ABAQUS finite element (FE) model constitutes the basis for the structural dynamics model. To achieve real-time capability the FE-models needs to be reduced in several steps by retaining only those modes that have a major influence on the dynamic response in the frequency range of interest and by only retaining the degrees of freedom of interest. The modal model is converted into state space model to enable implementation in Simulink. The development and validation of the FE-models are described in further detail in [12]. The reduction procedure as well as a further description of the simulation model of the transmission can be found in [2].

For the simulation model to be functional in an optimisation study it has to be parameterised and automated, i.e. the optimisation algorithm must be able to influence the model by varying certain aspects of it. While this is straightforward for the Simulink sub-models, tools enabling data exchange with ABAQUS is needed. This is realized through the software packages’ ability to read and write ASCII-files.

The parameterisation of the FE-model is based on a sub-structuring approach. The unique parts of the machine are isolated as subsystems. Models for these subsystems are developed and validated. Some subsystem models are dynamic in the sense that they for arbitrary model parameters,
for example, geometric quantities or material properties, may be changed and re-built. Which subsystem models that are allowed to be dynamically changed and which are kept unchanged (static) depend on the choice of variables in the optimisation study. The subsystem models are then assembled into the complete FE-model of the machine in MATLAB. The model is sent to ABAQUS and solved. The results are imported back into MATLAB and used as a part of the machine simulation model.

The described simulation environment, combining ABAQUS with MATLAB, is very flexible, allowing automatic simulation and assessment of different machine configurations.

The complete machine simulation model is compiled into a real-time executable, and run on a real-time operating system, constituting the HIL-simulator described earlier.

1) Simulation Model Behaviour
Simulation results show a non-deterministic model behaviour, which is most likely due to the HIL-setup. Typical results of manufacturing accuracy from one typical machine configuration can be seen in Fig. 4 for 1000 simulation runs.

\[ \bar{X} \pm t_{n-1} \left( \frac{\alpha}{2} \right) \frac{s}{\sqrt{n}} \]  \hspace{1cm} (1)

where \( \bar{X} \) is the sample mean, \( t_{n-1} \) is Student’s \( t \) distribution with \( n-1 \) degrees of freedom, \( 1-\alpha \) is the probability that the true mean value, \( \mu \), is contained within the calculated interval, \( s \) is the sample standard deviation, and \( n \) is the sample size.

From a robust design point of view, the variance of the performance measure used must also be considered in the optimisation study.

C. Optimisation Problem
The problem can be categorised as constrained multidisciplinary multi-objective multivariable optimisation with a mix of discrete and continuous variables. The problem is multidisciplinary since the simulation model is connected to a real control system.

1) Objectives
Obvious performance related objectives are accuracy, manufacturing speed and repeatability. Also of interest is the stroke of the \( x \)-axis, implying a trade-off between how large work pieces that can be machined in one set-up and the ability to cut several work pieces at the same time. A light weight design is also desirable, not the least from a general societal resource efficiency point of view. Three objectives are pursued in this introductory study: the weight of the main moving parts (which should also benefit energy and cost efficiency), the manufacturing accuracy and the manufacturing speed (i.e. the time it takes to cut the work piece). Since the feed rate is not a design variable in this study, the goal as regards the manufacturing speed is only to not have it significantly reduced.

The weight of the system is calculated by the finite element software. The manufacturing speed is easily obtained since the simulations are performed in real-time. The manufacturing accuracy is assessed according to the International Standard 230-4 [14]. A circular test is performed and the radial deviation is calculated. A fictitious test case is shown in Fig. 5.

The solid line is an estimated probability density function, assuming a Gaussian distribution, with the sample mean and sample standard deviation. Based on this, Gaussian distributed simulation results are assumed. The performance measure presented in Fig. 4 is re-scaled on request of the industrial partner. It is unit-less and does not explicitly represent the performance of the actual machine.

The variation must, of course, be considered when assessing machine tool performance. To get stable results, sufficiently many simulation runs with a given machine configuration must be carried out. To ensure this, the confidence interval of the predicted mean value is calculated. If the calculated interval is larger than a given threshold level (related to the expected magnitude of studied manufacturing accuracy) for a certain confidence level (99%), additional simulations are performed until the mean value is predicted with acceptable certainty. The confidence interval is calculated according to equation 1 [13]:

Fig. 4 Histogram showing variance of typical simulation results
The chosen variables with allowed values for the discrete ones and bounds for the continuous ones are given in Table I. Variable values for the original design is given in bold. The number of possible combinations of the variables presented in Table I depends on how the continuous variables are encoded (see chapter 3.4). With the “resolution” used, over 6 700 000 combinations are possible. Thus, the problem is well suited for numerical optimisation.

3) Constraints

There are restrictions on how values for the design variables may be assigned. In the current study the following constraints are applied: A minimum axis stroke is given as well as domain constraints (lower and upper bounds for chosen design variables). The calculation of the axis stroke is approximated as boom length minus X-unit length. A minimum value of 3.325 meters is given. The domain constraints are enforced automatically by the optimisation algorithm.

D. Optimisation Algorithm

A genetic algorithm (GA) is chosen since such have the ability to solve problems including both discrete and continuous variables. An in-house developed GA code is implemented in MATLAB. Real coded chromosomes are
used for the discrete variables and binary coding is used for the continuous ones. Reproductive operators are single-point crossover, mutation and elitism. Duplicate chromosomes are not allowed in the population. Parents are chosen by proportionate selection, i.e. based on their fitness relative to all other individuals in the population. GA’s in general are described in detail in for example [15].

While the purpose of the current work is to show the potential of the virtual machine concept and not necessarily to develop a perfect machine tool, a simple strategy to handle the multiobjective aspect of the problem is adopted. The different objectives are aggregated to one single figure of merit by a weighted sum approach. Weights are assigned to each objective by the decision maker. The sum of all objectives adjusted by their respective weight factor is used as the figure of merit according to equation 3 [7].

\[
f_m(x) = \sum_{i=1}^{m} \frac{f_i(x)}{f_w} \gamma_i
\]

where \(f_m\) is the aggregated figure of merit, \(m\) is the number of objectives, \(\gamma_i\) is the weight factor, \(f_i\) the \(i\)th objective function, \(f_w\) the \(i\)th objective function value for the best known solution so far and \(x\) the variable set.

The constrained problem is converted into an unconstrained problem through penalization of infeasible solutions. If a constraint is violated, a penalization term is added to the objective function. Penalizing a solution, still keeping it in the population, adds diversity compared to just removing the chromosome in question. This helps the GA avoid premature termination. A thorough discussion about constraint handling in GA can be found in [16].

E. Simulation Scheme

A worst case function call may take up to seven minutes to complete. This includes that a new FE-model needs to be built and solved, variable values changed that forces a re-start of the control system and that many samples are needed to get a stable mean. An efficient simulation scheme is therefore necessary. This is achieved by carefully planning the order in which the individuals in each generation are simulated. This might be seen as an optimisation problem in itself. Here, however, a simple rescheduling is applied where the individuals are sorted in groups related to the variable that is most time consuming to change. Within these groups the individuals are sorted once again in respect to the variable that is the next most time consuming to change. This procedure is continued until the generation is sorted for all variables. When a variable combination is simulated the results are saved in a data base. If this variable combination appears again in a subsequent generation the results are loaded from the data base avoiding time consuming simulation of known data. The same is true for the FE-model, once a model is built it is saved in a data base and re-used if needed.

IV. RESULTS

The optimisation algorithm converged to a design containing the following variable setting. Cross section 3 is selected for the cutting head holder beam. This cross section is stiffer than the original one. The X-unit becomes 0.61 meters long. Hence it is close to its lower bound (0.55 meters). A cross section of 175x250x5 (mm) is selected for the boom and it is given a length of 3.99 meters. This significantly lighter boom combined with the chosen X-unit results in an axis stroke of more than 3.325 meters, i.e. satisfying the minimum stroke constraint. The time constant (control variable # 1622) is set to 100 (reduced by 33 %) and the loop gain (control variable # 1825) is unchanged and remains at 6250.

The normalised aggregated objective function shows a decrease from 1 to 0.60 which is a considerable improvement. The improvements of the individual objective functions are shown in Table II.

A typical simulation of the test case used comparing the improved machine design to the original one can be seen in Fig. 6. The dash-dot line is the nominal path (normalised) that the machine tool is programmed to follow. The solid and dotted lines represents the actual path produced using the improved and the original design, respectively.

![Fig. 6 Typical simulation results](image-url)

One could argue that the large difference may to some extent be explained by a misfit of the original control parameters and the chosen test case. However, a design combining the original mechanics with the optimised control parameters is 52 per cent more accurate than the original design, i.e. it is still less accurate than optimised design (see Table II, 64 per cent improvement). It is also interesting to note that the opposite combination, i.e. a design combining the optimised mechanics with the original control parameters, is 4 per cent less accurate than the original design. These
comparisons indicate that interaction effects between the mechanics and the control exist. This is also illustrated by carrying out a sequential optimisation. That is, first optimising the mechanics using the original control (not varying any control parameters) and then optimising the control using optimal mechanics obtained from the first step. This sequentially optimised design is 44 per cent more accurate than the original design, i.e. far less accurate than the design obtained from the simultaneous optimisation.

V. DISCUSSION AND CONCLUSION

A virtual machine is used in an introductory design optimisation study to improve an existing water jet cutting machine design. The weight of the main moving parts of the machine, the manufacturing accuracy and the manufacturing speed at a specified feed rate are used as objective functions. A genetic algorithm is used because of the discrete nature of some of the chosen design variables, and this method performs well in the presented test case.

In-house developed tools for data exchange between ABAQUS and MATLAB enable parameterisation of the simulation model, which yields a flexible simulation environment that works very well in the presented test case. Furthermore a strategy to handle non-deterministic simulation results based on statistical methods for Gaussian distributed data shows good performance in the presented test case.

Already in this limited introductory study a significant potential for design improvements is revealed. The weight of the main moving parts is reduced by more than 30 per cent, the manufacturing accuracy is improved by more than 60 per cent and the manufacturing speed is increased by 2 per cent (i.e. at least maintained as desired).

It is also shown that interaction effects exist between the mechanics and the control, i.e. this improvement would most likely not have been possible with a conventional sequential design approach within the same time, cost and general resource frame. This indicates the potential of the virtual machine concept for contributing to improved efficiency of both complex products and the development process for such products. Companies incorporating such advanced simulation tools in their product development could thus improve its own competitiveness as well as contribute to improved resource efficiency of society at large.

The positive results already from this introductory study encourage further work with the virtual machine concept. The HIL simulator as well as the optimisation algorithm will be refined in preparation of more comprehensive optimisation studies, in parallel with physical testing and redesign of real machine tools.

ACKNOWLEDGMENT

Financial support from the Knowledge Foundation and Region Blekinge in Sweden as well as from the Faculty Board of Blekinge Institute of Technology is gratefully acknowledged. We are also indebted to Water Jet Sweden AB, Ronneby, Sweden, and GE Fanuc Automation CNC Nordic AB, Stockholm, Sweden for invaluable support.