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Abstract—In this paper the development of neural network based fuzzy inference system for electricity consumption prediction is considered. The electricity consumption depends on number of factors, such as number of customers, seasons, type's of customers, number of plants, etc. It is nonlinear process and can be described by chaotic time-series. The structure and algorithms of neuro-fuzzy system for predicting future values of electricity consumption is described. To determine the unknown coefficients of the system, the supervised learning algorithm is used. As a result of learning, the rules of neuro-fuzzy system are formed. The developed system is applied for predicting future values of electricity consumption of Northern Cyprus. The simulation of neuro-fuzzy system has been performed.
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I. INTRODUCTION

FUZZY systems have found a number of practical applications in identification, control, prediction and diagnosing. It is widely use for modeling complex nonlinear systems. Traditionally, to develop a fuzzy system, human experts often carry out the generation of IF-THEN rules by expressing their knowledge. In case of complicated processes it is difficult for human experts to test all the input-output data, to find necessary rules for fuzzy system. To solve this problem and simplify the generating of IF-THEN rules, several approaches have been applied [1-3]. Nowadays for this purpose the use of neural networks take importance. The combination of fuzzy system and neural network allows the increase computational efficiency of the software products. Neuro-fuzzy system combines the learning capabilities of neural networks with the linguistic rule interpretation of fuzzy inference systems. The synthesis of neuro-fuzzy inference system includes the generation of knowledge base rules that have IF-THEN form. Here, the problem is to find the optimal definition of the premise and consequent part of fuzzy IF-THEN rules through the training capability of neural networks, evaluating the error response of the system. In the paper neuro-fuzzy structure is applied to solve electricity consumption prediction problem.

The prediction of the future state of a system is made by knowing the present measurements and recent historical states. This process has nonlinear character and can be described chaotic time series. Chaotic time series were modeled and predicted by neural networks [4-7]. Neural networks prediction capability exceeds the conventional methods. In [6] neural network is interpreted as the decomposition of the time-series into different frequency components and prediction is achieved by reconstruction this frequency components. In the work to reduce the searching space and time for achieving optimal solution, the combination of neural networks with fuzzy knowledge base is used for electricity consumption prediction.

II. NEURO-FUZZY INFERENCE SYSTEM

In Fig. 1 the structure of neuro-fuzzy inference system is given. The input signals applied to the network at time k are \( x_i(k) \) \( (i=1..N) \) and output signal of the network are \( u(k) \). \( N \) is number of neurons in the input layer.

In first layer the number of nodes is equal to the sum of external inputs. In second layer each node corresponds to one linguistic term. For each input signal entering the system the membership degree to which input value belongs to a fuzzy set is calculated. To describe linguistic terms the Gaussian membership function is used.

\[
\mu_l(x_i) = \frac{1}{\sigma_l^2} e^{-\frac{(x_i-c_l)^2}{2\sigma_l^2}} \quad i=1..n, j=1..J
\]

\( c_l \) and \( \sigma_l \) are the center and width of the Gaussian membership function of the \( l \)th term of \( r \)th input variable, respectively. \( \mu_l(x_i) \) is membership function of \( i \)-th input variable for \( j \)-th term. \( n \) is number of external input signals. \( J \) is number of linguistic terms assigned for external input signals \( x_i \). \( P \) is number of linguistic terms assigned for one-, two-,…, \( D \)- delayed output signal of network.

In the third layer the number of nodes corresponds to the number of rules. Each node represents one fuzzy logic rule. Here to calculate the values of output signals of the layer AND (min) operation is used.

\[
\mu_l = \prod_j \mu_l(x_i) \quad i=1..L, j=1..J+P, i=1...n
\]

Here \( \Pi \) is min operation.

These \( \mu_l \) signals are input signals for the next last layer. This layer is a consequent layer. In this layer the output signals of previous layer are multiplied to the weight coefficients of network and sum of this product is calculated. Weight coefficients of recurrent neuro-fuzzy system are represented by fuzzy set of output variables.
They are described by Gaussian function. If as a defuzzification operation we use “center of average” then only the center of Gaussian function is used in the next layer for defuzzification. In this case during development of control system the width of Gaussian function is not used. In formula (3) the parameters $c_{2_l}$ will represent the center of fuzzy coefficients. Output of fifth layer is calculated as:

$$ u_1 = \sum_{i=1}^{L} \mu_i \cdot c_{2_i} , \quad l=1..L $$

(3)

After the sum of output signals of the third layer $u_2 = \sum_{i=1}^{L} \mu_i$ is determined. Using the values of calculated variables and in the output of the fuzzy system is determined.

$$ u = \frac{\sum_{i=1}^{L} \mu_i \cdot c_{2_i}}{\sum_{i=1}^{L} \mu_i} $$

(4)

The unknown parameters of the system are $c_{2_i}$ parameters of last layer and membership functions of first layer of recurrent neuro-fuzzy system. To define the accurate values of unknown parameters supervised learning algorithm is used:

$$ c_{2_i}(t+1) = c_{2_i}(t) + \gamma \frac{\partial E}{\partial c_{2_i}} $$

(5)

where $u_i(t)$ and $u_{id}$ are current and desired outputs of the system, $m$ is number of outputs. For given case $m=1$.

The adjusting of the membership functions of input layer is carried out by correction unknown coefficients $c_{1_y}$ and $\sigma_{1_y}$. The following formulas can be used for learning these coefficients.

$$ c_{1_y}(t) = c_{1_y}(t) + \gamma \frac{\partial E}{\partial c_{1_y}} $$

(7)

$$ \sigma_{1_y}(t) = \sigma_{1_y}(t) + \gamma \frac{\partial E}{\partial \sigma_{1_y}} $$

(8)

Using (10) - (13) the learning of the coefficients of recurrent neuro-fuzzy system is carried out.

III. SIMULATION

Neuro-Fuzzy system is applied for constructing prediction model of electricity consumption. The statistical data were obtained from KIB-TEK reports for the period of 1996-2004. It was important to know in what volume of electricity will be used in the near future (next month or after one-two month), even an approximate value will be sufficient.

In Fig. 2 the plot of electricity consumption for the period 1996-2004 is shown. As shown electricity consumption has high order nonlinearity.

The neuro-fuzzy structure and its learning algorithm is used to construct prediction model. In prediction problem it is needed to predict the value of electricity consumption in near future $x(t+P)$ on the base of sample data points $\{x(t-(D-1)\Delta),\ldots,x(t-\Delta),\ldots,x(t)\}$. In the work the four input data points are used $\{x(t-4) x(t-3) x(t-2) x(t)\}$ for prediction model. In other words since the electricity consumption is taken monthly then the value that is to be predicted will be after 3 months. Then the output training data correspond to $x(t+3)$. The training input/output data for the prediction system will be a structure whose first component is the four dimension input vector, and second component is the predicted output.
To start the training, the neuro-fuzzy structure is generated. It includes four input and one output neuron. The 48 hidden neurons (rules) are used in third layer. Second layer of system includes Gaussian membership functions for each input signal.

All input and output data are scaled in interval 0\(\div\)1. The initial values of membership function are generated in equally spaced and cover the whole input space. The training of the parameters was performed using supervisory algorithm. In the result of training the values of parameters of neuro-fuzzy system were found. In Fig. 3 the output of neuro-fuzzy system and predicted value of electricity after three month are shown.

The plot of prediction error is shown in Fig. 4. The training is carried out for 1000 epochs.
TABLE I

<table>
<thead>
<tr>
<th></th>
<th>Neural network based model</th>
<th>Neuro-fuzzy based model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epochs</td>
<td>10000</td>
<td>1000</td>
</tr>
<tr>
<td>Sum of absolute values of errors $\sum_{i=1}^{n}</td>
<td>e_i</td>
<td>$</td>
</tr>
</tbody>
</table>

The result of simulation of neuro-fuzzy prediction model is compared with result of simulation of prediction model based on neural network. To estimate performance of neural and neuro-fuzzy prediction systems the sum of absolute values of errors between predicted and current output signal is taken.

$$J = \sum_{i=1}^{n} |e_i|$$

In Table I the comparative results of simulations are given. As shown from table the performance of neuro-fuzzy prediction is better than other model.

The obtained result from the simulation satisfies the efficiency of application of neuro-fuzzy technology in constructing prediction model of electricity consumption.

IV. CONCLUSION

In this paper the development of neuro-fuzzy system for constructing time-series prediction model is given. The structure and learning algorithms of neuro-fuzzy system is applied to develop model predicting future values of electricity consumption. The simulation of developed neuro-fuzzy system has been performed. Test results of developed system satisfy the efficiency of used methodology.
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