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Abstract—The objective of this work is to show a procedure for mesh generation in a fluidized bed using large eddy simulations (LES) of a filtered two-fluid model. The experimental data were obtained by [1] in a laboratory fluidized bed. Results show that it is possible to use mesh with less cells as compared to RANS turbulence model with granular kinetic theory flow (KTGF). Also, the numerical results validate the experimental data near wall of the bed, which cannot be predicted by RANS model.
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I. INTRODUCTION

The fluidized bed is one of the most important technologies for heterogeneous gas-solid operations in the petrochemical industry, covering applications in catalytic and non-catalytic processes [2]. The most important industrial applications include catalytic cracking, coal and biomass combustion. One of the most relevant types of fluidized bed reactor is the ascendant flow, which is also known as riser. The fluidized bed consists of a tubular column in which solid and gas flow upwards. The first fluidized bed gas generator was developed in Germany by Fritz Winkler in the 1920s. Later in the 1930s, the American Petroleum Industry Started developing the fluidized bed technology for oil feedstock catalytic cracking, becoming the primary technology for such applications [3]. Applications, advantages and disadvantages to these types of fluidized bed are presented in several publications [4]-[6]. In [7] used LES with discrete particle simulation (DPS) in a vertical turbulent channel flow laden with particles to simulate the experiment of [8].

Large Eddy Simulation was initially applied to the gas solid flowing on solid surface and in atmospheric models [9]-[11] under these circumstances the largest eddies are created away from the solid surface; however the smaller eddies are more visible near the surface.

For this reason it has been recommended to perform a refining mesh near the wall in order to capture small-scale structures. However, for gas-solid flows these small scales appear throughout the control domain. In [12] have reported that the key problem is the selection or construction of the two-phase sub-grid scale (SGS) stress model. In the present work the sub-grid scale turbulence of gas phase is predicted by Smagorinsky’s method and the particle follows the conventional Eulerian method. Results show that it is possible to use mesh with less number of cells as compared to RANS turbulence model with granular kinetic theory flow (KTGF). Also, the numerical results validate the experimental data near wall of the bed, which cannot be predicted by RANS model.

II. SCALE RELATIONS

An unstructured mesh with non-uniform grid spacing would normally be used. For the case of a two-phase system, it is recommended to have a refining throughout the control domain; due to the interaction of the two phases that form different turbulent structures (eddies) with different orders of magnitude [13]. A non-uniform mesh with large cell spacing provides an incomplete description of the mesh regarding the resolution of the turbulence and numerical instability. In practice is difficult to generate a mesh size of a refining that is proportional (locally) to the length scale of turbulence [14].

The largest-scale is associated with larger vortices, which also coincides with the characteristic variables of flow velocity (U), length (L) and time (t). The characteristics of these large vortices depend on the flow boundary conditions and present a distinctly anisotropic. The Reynolds number, the frequency and the energy (per unit mass and time) to be dissipated are represented by equations, and respectively.

$$Re = \frac{UL}{\nu} > 1$$

$$f \approx \frac{U}{L}$$

$$\varepsilon \approx \frac{U^3}{L}$$

The energy is transferred to intermediate (mesoscales) levels of characteristic velocity (u(t)) and characteristic size (l), such that $Re \gg 1$, furthermore:
\[
\frac{u_i}{U} \approx \frac{U^3}{L} \rightarrow u_i \approx U\left(\frac{L}{U}\right)^\frac{1}{3} \ll U \tag{4}
\]

\[
f_i \approx \frac{u_i}{\ell} \approx \frac{U}{L}\left(\frac{L}{U}\right)^\frac{1}{2} \approx f_i \left(\frac{L}{U}\right)^\frac{1}{2} \gg f_i \tag{5}
\]

The small-scales are controlled by the viscosity and they are independent of the large-scale, their motion is isotropic and experience energy dissipation; so that the Reynolds number of small-scales is approximately equal to one.

\[
Re_\eta = \frac{\eta U}{\nu} = 1 \tag{6}
\]

According to Kolmogorov, the small-scale turbulence is in equilibrium and controlled only with \(\varepsilon\) and \(v\). Kolmogorov defined the length, time and velocity scales of the smallest eddies of the turbulence, as:

\[
\eta = (\nu^3)^\frac{1}{2} \, , \quad \tau = (\nu v)^\frac{1}{3} \, , \quad \nu = (\nu v)^\frac{1}{4} \tag{7}
\]

Where \(\eta\) is \(\nu\) kinematic viscosity,

From the filtered continuity and momentum equations follows the relationship between small and large scales of motion, \(\eta\) can be written as

\[
\eta \approx Re^\frac{2}{3} \, , \quad \nu \approx Re^\frac{1}{3} \, , \quad \tau \approx Re^\frac{1}{2} \tag{8}
\]

From the dimensions of the fluidized bed domain it is possible to estimate the values of the dimensions of the smallest scales of turbulence. At this point it is necessary to compare the length scales smaller the diameter of the particles. If a particle has a dimension smaller than the smallest Kolmogorov scale, i.e, if the characteristic dimension of particles is smaller than the dissipative scale; the particle only suffers the effects of diffusion. When this particle is a vortex, the trend will follow the path of the vortex and tend to form eddies of the turbulence, as:

\[
\alpha = \frac{1}{\beta} = \frac{\alpha_\rho \rho \tau}{\alpha_\rho \rho \nu} = \frac{\alpha_\rho \rho \beta}{\alpha_\rho \rho \nu} = \frac{\alpha_\rho \rho \beta}{\alpha_\rho \rho \nu} \quad \text{and} \quad \beta = \frac{\alpha_\rho \rho \beta}{\alpha_\rho \rho \nu} \tag{9}
\]

Where \(\alpha, \rho\) and \(\tau\) are volume fraction, density and the vector velocity for each phase, respectively. The subscripts \(g\) and \(s\) indicate the gas and particulate phases, respectively. No mass transfer is considered to occur between the phases

**B. Momentum Equations**

The gas phase momentum equation may be expressed as:

\[
\frac{\partial}{\partial t}(\alpha_\rho \rho \bar{v}_g) + \nabla \cdot \left(\alpha_\rho \rho \bar{v}_g \bar{v}_g\right) = -\alpha_\rho \rho \nabla p + \nabla \left(\tau_{\rho g} + \alpha_\rho \rho \bar{g} + \beta(\bar{v}_g - \bar{v}_s)\right) \tag{11}
\]

and

\[
\frac{\partial}{\partial t}(\alpha_\rho \rho \bar{v}_s) + \nabla \cdot \left(\alpha_\rho \rho \bar{v}_s \bar{v}_s\right) = -\alpha_\rho \rho \nabla p + \nabla \left(\tau_{\rho s} + \alpha_\rho \rho \bar{g} + \beta(\bar{v}_s - \bar{v}_g)\right) \tag{12}
\]

The solid phase momentum equation may be written as:

\[
\tau_{\rho s} = \alpha_\rho \mu \left[\nabla \bar{v}_s + \nabla (\bar{v}_s)\right] - \frac{2}{3} \alpha_\rho \mu \nabla \bar{v}_s \tag{13}
\]

The stress tensor of phase solids is given by:

\[
\tau_s = \alpha_\rho \mu \left[\nabla \bar{v}_s + \nabla (\bar{v}_s)\right] - \frac{2}{3} \alpha_\rho \mu \nabla \bar{v}_s \tag{14}
\]

Here \(\mu\) is the shear viscosity, \(I\) is the unit tensor and \(G\) is the modulus of elasticity given by:

\[
G(\alpha_s) = \exp\left[C_\rho\left(\alpha_s - \alpha_{s,max}\right)\right] \tag{15}
\]

Where \(\alpha_{s,max}\) is the maximum solid volume fraction. For monodisperse phases, the packing limit is about 0.63. \(\beta\) is the interface momentum transfer proposed by[22]:

\[
\alpha_s \leq 0.8
\]

\[
\beta = 150 \left(\frac{1 - \alpha_s}{\alpha_s} \frac{\mu_s}{\sigma_s} + 1.75 \alpha_s \frac{\rho_s}{\rho_s} \right) \frac{\bar{v}_s - \bar{v}_g}{d_p} \tag{16}
\]

\[
\alpha_s > 0.8
\]

\[
\beta = \frac{3}{4} C_\rho \left(\frac{\alpha_s \rho_s}{\rho_s} \frac{\bar{v}_s - \bar{v}_s}{d_p} \right)^{-2.65} \tag{17}
\]
Where $d_p$ and $C_D$ are the particle diameter and the drag coefficient, based in the relative Reynolds number ($Re$),

$$G(\alpha_r) = \exp\left[ C_D \left( \alpha_r - \alpha_{r,max} \right) \right]$$  \hspace{1cm} (18)

$$C_D = \frac{24}{Re} \left( 1 + 0.15 R e^{0.83} \right) \quad \text{Re}_c < 1000$$  \hspace{1cm} (19)

$$C_D = 0.44 \quad \text{Re}_c \geq 1000$$  \hspace{1cm} (20)

\textbf{C. Filtered Governing Equations}

The LES methodology is a multi-scale fluid dynamics based on the separation of large and small-scale in a turbulent flow. The main operation in large eddy simulation is low-pass filtering. This operation is applied to the Navier-Stokes equations to eliminate small scales of the solution. In LES a filtering operation, is introduced to formally separate the flow to the resolved and unresolved scales. The large scales of motion are simulated directly while the smallest scales - the dissipative scales - are sub-grid part. [23] was the first to use the term Large Eddy Simulation and the idea of filtering as a convolution operation formally on the velocity field, and gave the first general formulation of the method. A filtered variable or large-scale, denoted by an overbar, is defined as

$$\overline{\varphi}(x) = \int_D \varphi(x') G\left(x; x'; \overline{A}\right) dx'$$  \hspace{1cm} (21)

Where D is the fluid domain, G is the filter function that determines the scale of resolved eddies, and $\overline{A}$ is the filter width that determines the size of the largest eddy removed by filtering operation. The unresolved part of the variable $\varphi$ is defined by

$$\varphi' = \varphi - \overline{\varphi}$$  \hspace{1cm} (22)

Contrary to the RANS model in which $\overline{\varphi} = 0$ the filtered fluctuations in LES are different from zero [24]:

$$\overline{\varphi}' \neq 0$$  \hspace{1cm} (23)

The discretization of the domain space in finite control volumes implicitly involves the filtering operation:

$$\overline{\varphi}(x) = \frac{1}{V} \int_V \varphi(x') dx' \quad , \quad x' \in V$$  \hspace{1cm} (24)

Where $V$ is the control volume. The filter function (called the hat filter or Gaussian filter) is given by:

$$G(x; x') = \begin{cases} \frac{1}{V}, & x' \in V \\ 0, & \text{Otherwise} \end{cases}$$  \hspace{1cm} (25)

\textbf{D. Subgrid-Scale Models}

The filtered equations of Navier-Stokes equations lead to additional unknown variables. The following modeling will be presented to the incompressible equations. The incompressible momentum equation can be written as follows:

$$\frac{\partial \overline{\sigma}_{ij}}{\partial t} + \frac{\partial \overline{\sigma}_{ij}}{\partial x_j} = \frac{1}{\rho} \frac{\partial \overline{\sigma}_{ij}}{\partial x_j} \left[ \frac{\partial \overline{\sigma}_{ij}}{\partial x_j} \right] = \overline{\tau}_{ij}$$  \hspace{1cm} (26)

Introducing the sub-grid scale (SGS) stresses, $\tau_{ij}$, as:

$$\tau_{ij} = \overline{\sigma}_{ij} - \overline{\sigma}_{ij}$$  \hspace{1cm} (27)

The large-scale of turbulent flow is solved directly and the influence of small-scales is taken into account through appropriate sub-grid models. In these simulations, a methodology is used for turbulent viscosity, which relates the SGS $\tau_{ij}$ with the rate-of-strain tensor $\overline{S}_{ij}$, as follows:

$$-\left( \tau_{ij} - \delta_{ik} \overline{S}_{kj} \right) = 2 \nu_s \overline{S}_{ij} \quad , \quad \overline{S}_{ij} = \frac{1}{2} \left( \frac{\partial \overline{\sigma}_{ij}}{\partial x_j} + \frac{\partial \overline{\sigma}_{ij}}{\partial x_i} \right)$$  \hspace{1cm} (28)

The difference of RANS models and LES methodology is related to the turbulent viscosity which represents all the turbulent scales and the viscosity sub-grid represents only the smaller scales. The isotropic part is not modelled; however it is added to the static filtered pressure. It was used a sub-grid model for correcting the effective viscosity based on [11]. The Smagorinsky model is an algebraic model that assumes the viscosity as a function of SGS and parameters associated with the cut-off frequency (size of mesh).

$$\nu_{sm} \propto \nu_{ss}$$  \hspace{1cm} (29)

Where $\nu_{sm}$ is the Smagorinsky constant, nonetheless, a $C_s$ value of around 0.1 has been found to yield the best results for a wide range of flows, and is the default value in ANSYS CFX®. The filter characteristic is computed according to the volume of the computational cell using

$$\Delta = \min \left\{ \left( \alpha \Delta_x, \Delta_y, \alpha \Delta_z \right)^{1/3}, \kappa n \right\}$$  \hspace{1cm} (30)

Where $\kappa$ is The von Karman constant $\kappa$, used value of 0.41 and $n$ is the distance to the nearest wall.

The Smagorinsky model eddy viscosity is nonzero at solid boundaries, which is contrary to the notion that the eddy viscosity should be zero where there is no turbulence. To remedy this situation near the walls, the turbulent viscosity can be damped add a Van Driest-style damping function [25] into the length scale $f_{sm}$, the resulting equation is:

$$\nu_{sm} = \min \left( l_{max}, f_{sm} C_s \Delta \right) \sqrt{2 S_{ij} S_{ij}}$$  \hspace{1cm} (32)

With,

$$l_{max} = \kappa \cdot y_{wall}$$  \hspace{1cm} (33)

$$f_{sm} = \sqrt{1 - \exp \left( \frac{y^+}{25} \right)}$$  \hspace{1cm} (34)

$$\int \rho \phi \ddot{\omega} dA = \rho v_A \phi_0 = C_w \phi_0$$  \hspace{1cm} (35)

Where $C_w$ is the west face convective coefficient. $A_w$ can be represented by:
IV. COMPUTING PROCEDURE AND RESULTS

The data used for validating the CFD model were taken from [1]. The equipment is a laboratory scale fluidized bed with cold-flow solids recirculation unit, located at Norwegian Institute of technology. The riser is made of plexiglass, the column is 1 m high with an internal diameter of 0.032 m. The initial bed height of the catalysts is 0.05 m. The Laser Doppler Anemometry (LDA) is used to measure the radial profiles of the local axial velocity of the particles, at heights 0.16, 0.32 and 0.48 m above the gas distributor. The density of the FCC is 1600 kg/m³ with a Sauter mean diameter of 55 μm.

A. Mesh Parameters and Boundary Conditions

As discussed, η can be expressed as

\[ \eta = \frac{1}{\text{Re}^{0.36}} \]

The size of the smaller-scale is less than the particle size (55μm). This result is used to determine the size of the mesh. The quality of the mesh is represented by different parameters. The Table I shows the characteristic values of the Jacobian matrix determinant and the minimum internal angle of the element faces of the created mesh.

The superficial gas velocities used in the experiments are 0.36 m/s, 0.71 m/s and 1.42 m/s, respectively at ambient temperature (Table II).

The case studies were carried out by using software CFX® 12.0. The simulations were executed in the transient (dynamic) state. The setting up was done considering the average value of the Courant number (Co) to be near the recommended value of 1. In addition, a constant step time was used in order to improve the numerical stability during the execution of each of the simulations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mesh I</th>
<th>Mesh II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control volumes number</td>
<td>100,000</td>
<td>500,000</td>
</tr>
<tr>
<td>Δx</td>
<td>0.05</td>
<td>0.08</td>
</tr>
<tr>
<td>dx/dp</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>Determinant of the Jacobian matrix</td>
<td>&gt; 0.5</td>
<td>&gt; 0.5</td>
</tr>
<tr>
<td>Minimum angle</td>
<td>&gt; 50°</td>
<td>&gt; 50°</td>
</tr>
</tbody>
</table>

Fig. 1 Schematic diagram of the meshes. Up: Mesh I. Down: Mesh II

Experimental data and LES - Smagorinsky simulations were compared for three velocities with initial particle bed, 5cm and Δt=0.001 s. The boundary conditions for both cases are shown in Table II. Tests were made with a 500,000 control volume mesh with the same block distribution, obtaining similar results with the 100,000 control volume mesh. Both meshes are shown in Fig. 1.

Numerical calculations performed by [26]-[27] showed that to obtain an accurate numerical solution it is necessary to use a ratio Δdx ≤ 0.25 for the second order spatial scheme, and a ratio Δdx < 0.5 for the sixth order scheme.

The values of Δdx presented in Table I are within the range recommended in the literature [13], [17]-[18], [26]-[27].

Fig. 2 shows the solid velocity profiles for the three heights for the superficial gas velocities of 1.42 m s⁻¹, 071 m s⁻¹ and 0.36 m s⁻¹.
Fig. 2 Radial profiles of particle velocity along the riser different operating conditions, $U_g=1.42$ m/s.

- ● Experimental; --- [28]; - ▲ - No Slip; - △ - Free slip
Exist similarity between the results presented by [29], the regions of high and low solids volume fraction are well represented by the mathematical model. Simulations by [28] were conducted in a com geometry approximately 280,000 control volumes using RMS with granular kinetic theory. Each simulation required about two months to simulate 15 seconds of real time.

It can be observed in Table III that CPU time was significantly reduced in comparison to the data reported by [28]. Also, the number of control volumes was decreased by a factor of three using the quasi-uniform mesh discretization. Fig.3 shows the core-annulus behavior in more detail. High concentrations of solids in the region near the wall and low concentrations in the center are observed in the cross-sections for the three heights analyzed.

With the implementation of the LES to the gas phase, it was possible to identify the core-annulus flow, characteristic of fluidized beds, which the [30], the behavior of core-annulus may increase the inefficiency of the gas-solid contact.

The phenomenon of core-annulus and radial diffusion of particles to the wall is believed to occur due to concentration gradients in the dilute phase, forming accumulations or clusters of particles near the walls.

Thus, the phenomenon of cluster prevails along the main line of core-annulus. The overestimation of the velocities of the particle may be due to the fact that the electrostatic forces present in the experiments were not incorporated into the model, also because of the error that causes the kind of experimental technique used.

<table>
<thead>
<tr>
<th>TABLE III</th>
<th>COMPARISON OF THIS WORK AND THE DATA REPORTED BY HODAPP [28] IN TERMS OF CPU TIME AND NUMBER OF CONTROL VOLUMES</th>
</tr>
</thead>
<tbody>
<tr>
<td>At (s)</td>
<td>Real time (s)</td>
</tr>
<tr>
<td>[28] 0,00</td>
<td>1</td>
</tr>
<tr>
<td>This work</td>
<td>0,00</td>
</tr>
</tbody>
</table>

Fig. 1 Cross-section profiles of solids volume Fraction
No-slip condition increases the accumulation of particles near the walls. Some authors say that the condition on the wall does not influence the final results of the simulation [13], [19]; however it is clear that both conditions show different behaviors in the center and in the wall of riser for the three gas superficial velocities, as shown in Fig. 4.

An important question is to define at what level of scale should be simulated gas-solid system, to be applied industrially. In industrial reactors over 30 meters high, the definition of a mesh size suitable for describing the behavior of certain scales, as for example mesoscale, it is very important for predicting and minimizing experimental costs.

When advection dominates dispersion, a model with a small Courant number (Co < 1) will decrease oscillations, improve accuracy and decrease numerical dispersion. Lower Courant number (0 > Co ≥ 0.5) means better stability but slower calculation, higher Courant number (1 ≥ Co ≥ 0.5) is just the contrary. But this subject is controversial and should not be generalized, depending on the problem to be analyzed (geometry, boundary conditions, mesh, etc.).

Fig. 2 shows the mean values of Courant number is less than one, regardless of the wall condition for the three superficial gas velocities. Also seen that the values of Courant number are small near the wall and higher in the center, consistent with the velocity fields.

V. CONCLUSIONS
The LES approach in this work using quasi-uniform meshes has implemented to minimize the computational effort and procedure for refining the mesh. As a consequence of using meshes of uniform size reduced enormously the computational effort. For the gas-solid phases it was noticed that no need for refinement near the walls of the fluidized bed as reported by [31]-[34]. By using non-uniform meshes in LES methodology produce numerical instability. However, a careful examination for mesh generation is necessary in order to have an uniform control volumes. The no-slip condition for the gas-solid system was the best initial condition which can capture the behavior of the system near the wall. Although the simulation results with the free-slip condition showed similar profiles.
By applying LES approach it was possible to describe the characteristics of different regions of a fluidized bed as the core-annulus. Results of this work indicate that CPU time was significantly reduced in comparison to the results predicted by RANS model. Also, the number of control volumes was decreased by a factor of three using the quasi-uniform mesh configurations.

In conclusion, in the case of gas-solid flow, it is imperative to calculate the values of the sub-scales of space and time from the relations between micro and macro scales throughout the entire domain and not only near the walls.
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