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Abstract—This paper focuses on wormhole attacks detection in wireless sensor networks. The wormhole attack is particularly challenging to deal with since the adversary does not need to compromise any nodes and can use laptops or other wireless devices to send the packets on a low latency channel. This paper introduces an easy and effective method to detect and locate the wormholes: Since beacon nodes are assumed to know their coordinates, the straight line distance between each pair of them can be calculated and then compared with the corresponding hop distance, which in this paper equals hop counts $X$ - node’s transmission range $R$. Dramatic difference may emerge because of an existing wormhole. Our detection mechanism is based on this. The approximate location of the wormhole can also be derived in further steps based on this information. To the best of our knowledge, our method is much easier than other wormhole detecting schemes which also use beacon nodes, and to those have special requirements on each nodes (e.g., GPS receivers or tightly synchronized clocks or directional antennas), ours is more economical. Simulation results show that the algorithm is successful in detecting and locating wormholes when the density of beacon nodes reaches 0.008 per $m^2$.
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I. INTRODUCTION

WIRELESS sensor networks (WSNs) are comprised of many small and resource constrained sensor nodes that are deployed in an environment for many applications which require unattended, long-term operations. In WSNs, each node serves as a router for other nodes which allows data to travel by utilizing multi-hop network paths without relying on wired infrastructure. So, for those applications run in untrusted environments, such as emergency rescue and military operations, security issues is a major concern.

Several types of malicious attacks have been well described in the literature, they are generally categorized as mote-class attacks and laptop-class attacks, insider attacks and outsider attacks, passive attacks and active attacks [1],[3]. This paper focuses on the wormhole attacks, which belong to laptop-class, outsider, passive attacks. In a typical wormhole attack, an adversary tunnels messages received in one part of the network over a low-latency link (the wormhole link) and replays them in a different part [1],[2],[3],[7],[8]. The wormhole attack can affect secure location[10], network routing, data aggregation and clustering protocols[14]. This attack is particularly challenging to deal with since the adversary does not need to compromise any legitimate nodes or have access to any cryptographic keys[14].

This paper introduces an easy and effective method to detect and locate wormholes. The basic idea is to take advantage of the known locations of beacon nodes which originally are used in location discovery in WSNs. Note that it is the wormhole detection rather than the development of a new secure localization scheme that this paper focuses on. A hop counting technique is employed to make every beacon node know its hop distance to the other beacon nodes as well as the coordinates of them. Since some hop distances may be remarkably decreased by a wormhole link, while the corresponding straight line distances calculated by the coordinates are unaffected, following the law of mathematics (i.e. straight line distance is the shortest one between two points), when a straight line distance is larger than a hop distance by a threshold value, conclusions can be made that there exists wormhole attacks. Our algorithm can also provide an approximate location of a wormhole, which can assist in implementing defense mechanisms. Another advantage of our algorithm is that it can deal with multiple wormholes.

The rest of this paper is organized as follows. The next section reviews related work. Section III describes our wormhole detection algorithm and a method to locate the origin point and the end point of the wormhole link. Section IV analyzes overheads and the localization precision of the algorithm. Section V presents our simulation evaluation on the proposed techniques, and section VI concludes this paper.

II. RELATED WORK

A number of techniques have been proposed in recent years to detect wormhole attacks in WSNs. The solutions proposed attempt to bound the distance that any message can travel [2] or securely discover the set of one-hop neighbors [9],[13].

Packet Leashes[2] employ the notions of geographical and temporal leashes. Geographical leash insures that the recipient of the packet is within a certain distance from the sender. Temporal leash ensures that the packet has an upper bound of its lifetime (restricts the maximum travel distance). The assumption is that each sensor node knows its exact location, and embeds the location and a timestamp in each packet it sends. If the network is synchronized, then any node that receives
these packets can detect a wormhole based on differences in the observed locations and/or calculated times. Such a solution requires a synchronized clock and each node to know its location. Fine grain timing analysis is also used in [4].

In [5] a graphtheoretic framework is used to prevent wormhole attacks. The protocol uses “guard nodes” that know their “correct” locations, which is similar to beacon nodes used in this paper, but it assumes the guard nodes have higher transmit power and different antenna characteristics, which are unnecessary in our approach.

LiteWorp [12] relies on overhearing by selected nodes, called Guards, distributed throughout the network. The guards monitor local control traffic to detect wormhole attacks. LiteWorp assumes overhearing, omnidirectional antennas, and a static topology, making it infeasible for large classes of networks.

Hu and Evans [9] detect wormholes by equipping directional antennas to each network node so they can all have the same orientation. Same equipments are used in SeRLoc [10], a distributed secure localization scheme. Wenliang Du, et al. propose an anomaly detection scheme named LAD [11] which needs the help of deployment knowledge to find out whether the estimated location is consistent with its observations.

III. DETECTING AND LOCATING WORMHOLE ATTACKS

Since a wormhole attack is passive, it occurs only when a message is being transmitted in the region near a wormhole. To detect and locate a wormhole attack, A distributed algorithm is used, in which each beacon node acts as a detector, each sensor node participates in hop counting, while the base station controls the start and end of the detecting process, and estimate the locations of wormhole ends based on alarm messages sent from beacon nodes.

A. Network Assumptions and Thread Model

First, assume that the network consists of a base station, a set of sensor nodes S of unknown location and a set of beacon nodes B which already know their absolute locations via GPS or manual configuration. Assume that all network nodes are deployed randomly in a specific network region of area A.

Assume that the beacon-to-sensor communication range is the same with the sensor-to-sensor communication range. It is also assumed that the communication channels are bidirectional, i.e. if a node a can receive a message from b, then b can also receive a message from a.

Assume that all beacon nodes are uniquely identified. In other words, a node can identify the original sender of each beacon packet based on the cryptographic key used to authenticate the packet. This can be easily achieved with a pairwise key establishment scheme [15],[16] or a broadcast authentication scheme [17].

Assume that a wormhole link is bidirectional with two endpoints(wormhole nodes), and network nodes are not compromised by attackers.

B. Wormhole Detection Algorithm

Before describing the detecting algorithm, we’d like to explain two terms used in this paper first.

**Hop count** the hop count between two beacon nodes means the minimum number of hop-by-hop transmissions to reach one beacon node from another.

**Hop distance** the hop distance between two beacon nodes refers to the sum of each hop size in meter.

In many localization schemes, average hop size is used to estimate the hop distance between an arbitrary node and a beacon node. For example, DV-hop [6],[18] computes average hop size as:

\[ \text{hopsize}_i = \frac{\sum_{j \neq i} \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2}}{\sum_{j \neq i} h_j}, \quad i \neq j \]

Where \((x_i, y_i), (x_j, y_j)\) are the coordinates of beacon nodes \(i\) and \(j\), and \(h_j\) is the hop count between them.

In this paper, since estimating each sensor node’s location as precisely as possible is not our purpose, it is reasonable to assume that the communication range \(R\) of each node in the WSN is the same, and adopt it as the average hop size. Hence the hop distance becomes \(\text{hopcount} \times R\). Obviously, this assumption introduces inaccuracy to the hop distance by overestimating the hop size. But it will be showed later that it does not tamper with the wormhole detection. On the contrary, it makes the algorithm simple, which is important for a resource restricted system as WSNs.

In a benign wireless sensor network, hop distance between any pair of beacon nodes derived from above is certainly larger than the distance calculated by their locations. But at the presence of a wormhole, things become different especially when the beacon nodes distributed near the wormhole ends are concerned. The hop count between them may be reduced on a large scale, so as to the hop distance is much less than the distance based on their locations. This is called as an abnormality.

Our detection algorithm is able to discover such abnormalities and alarm the existence of wormhole attacks. To order to achieve this, two kinds of messages are defined, probe message and alarm message.

A probe message is the message broadcasted by each beacon node at the beginning of the detecting process to probe the hop counts between itself and other beacon nodes. It contains a probe vector like

<table>
<thead>
<tr>
<th>ID (_i)</th>
<th>Coordinator(ID(_i)=((x_i, y_i)))</th>
<th>hopcount</th>
</tr>
</thead>
</table>

Where \(ID_i\) is the unique identification number of beacon node \(B_i\), \((x_i, y_i)\) is its location, hopcount is a counter initialized with zero, and will gain an increment each time the message is forwarded by a sensor node. When a probe message sent by \(B_i\) arrives at another beacon node \(B_j\), the hopcount field records the hop count between them. The receiver then calculates their hop distance and straight line distance using information extracted from the probe message and makes his judgment. An alarm message is sent immediately to the base station in case of an abnormality, containing information like...
In which ID_s indicates the alarm sender B_s and ID_d indicates the beacon node from whose probe message the abnormality is detected, i.e., B_s. hopcount is used to help the base station decide which beacon pair in received alarm messages is the nearest one to wormhole ends. The next section describes this problem in detail.

To make sure that a node (sensor or beacon) only disposes the first comer of probe messages originated from a specific beacon node (for the first comer is thought to be the one that comes through the shortest path), a set Q is maintained by each node to record the IDs of beacon nodes whose probe message has been forwarded by the node.

In our distributed detection algorithm, each beacon node acts as a detector, and each sensor node participates in hop counting. Algorithm 1 illustrates the detect procedure for each sensor node. The detect procedure for each beacon node is presented in algorithm 2.

**Algorithm 1** Detect procedure for each sensor node

```
Initialize: Q = null
for each probe message received and not (TIMEOUT or WORMHOLE DETECTED) do
  extract id and hopcount from probe message
  if id ∈ Q then
    drop (probe message)
  else
    Q = Q+ {id}
    hopcount = hopcount + 1
    Forward (probe message) to MAC
  end if
end for
```

**Algorithm 2** Detect procedure for each beacon node B_i

```
Broadcast its own probe message
for each probe message received and not (TIMEOUT or WORMHOLE DETECTED) do
  extract id, hopcount and (x_j, y_j) from probe message
  if id ∈ Q then
    drop (probe message)
  else
    Q = Q+ {id}
    hopcount = hopcount + 1
    if \( \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} - hopcount \times R > 0 \) then
      send alarm message to base station.
    else
      Forward (probe message) to MAC
    end if
  end if
end for
```

**C. Wormhole Localization Algorithm**

In a well synchronized network, in which all the beacon nodes can start broadcasting their probe messages at the same time, it is reasonable to assume that the first alarmed node is the nearest one to a wormhole end. If that is the case, the base station can stop the detecting procedure and take the coordinates in the first alarm message as the approximate locations of wormhole ends. But considering that the difference of transmission distances from alarmed beacon nodes to the base station may influence the arriving sequence of alarm messages, and the situation of multiple wormholes, it is not enough for the base station to draw a conclusion based on the first arrived alarm message only.

Fig. 1 illustrates a circumstance of two wormholes in a cross configuration. Beacon nodes A, B, C, D, E, F, G, H are placed near to wormholes, in which A, B, E, F are one-hop away from a certain wormhole end. According to our detecting process, if it does not get timeout, early or late, the base station will receive alarm messages from them with information like: <A,B,h1>, <B,A,h1>, <A,D,h2>, <D,A,h2>, <C,D,h3>, <D,C,h3>, <C,B,h4>, <B,C,h4>, <E,F,h5>, <F,E,h5>, <E,H,h6>, <H,E,h6>, <G,H,h7>, <H,G,h7>, <G,F,h8>, <F,G,h8>.

![Fig. 1 Two wormholes in a cross configuration](image-url)

Obvious redundancies exist in these messages. To find out the two wormholes and locate them as accurately as possible, two things must be settled. First, which of these alarms are arose from one wormhole, in other words, how many wormholes are there in the network. Second, for those alarmed beacon pairs, which is the nearest one to wormhole ends.

Algorithm 3 shows the localization algorithm of the base station, in which two operations are introduced: duplicate and near to. The algorithm takes <A,B,h1> as a duplicate of <B,A,h1>, hence drop the later came one. Near to is used to judge if two beacon pairs are near to each other: by saying beacon pair (A,B) near to beacon pair (C,D), it means the distance between node A(B) to node C(D) is smaller than a threshold. For those beacon pairs near to each other, the one who has minimum hopcount value is saved and others dropped. A_MSG is a set maintained by the base station to store alarm messages which can be used to most accurately locate wormholes. This algorithm keeps only one message for each wormhole.

In the above example, after localization process, two alarm messages are left in A_MSG: <A,B,h1> and <E,F,h5>, which means there exists two wormhole links, and beacon pair (A,B) and (E,F) are the approximate locations of wormhole ends. It can seen from fig. 1 that the localization error is less than 1R. That means, take A for example, a wormhole end is located...
within a circle of radius $R$ centered at $A$.

**Algorithm 3** localization procedure for the base station

**Initialize:** $A_{\text{MSG}} = \text{null}$

**INPUT** alarm message $<\text{ID}_a, \text{ID}_b, \text{hopcount}>$

**start:** for each alarm message $<\text{ID}_a, \text{ID}_b, \text{hopcount}>$ and not

**TIMEOUT**

do

if $A_{\text{MSG}} = \text{null}$ then

$A_{\text{MSG}} = \{<\text{ID}_a, \text{ID}_b, \text{hopcount}>\}$

else

for each $a_{\text{msg}}$ in $A_{\text{MSG}}$

if $<\text{ID}_a, \text{ID}_b, \text{hopcount}>$ duplicate $a_{\text{msg}}$ then

drop (alarm message)

goto start

end if

if $(\text{ID}_a, \text{ID}_b)$ near to $(a_{\text{msg}}.\text{ID}_a, a_{\text{msg}}.\text{ID}_b)$ then

if hopcount $< a_{\text{msg}}$. hopcount then

$a_{\text{msg}} = <\text{ID}_a, \text{ID}_b, \text{hopcount}>$

else

drop (alarm message)

end if

goto start

end if

end for

$A_{\text{MSG}} = A_{\text{MSG}} + \{<\text{ID}_a, \text{ID}_b, \text{hopcount}>\}$

end if

end for

return $A_{\text{MSG}}$

**IV. ANALYSIS AND IMPROVEMENTS**

**A. Overheads**

This section analyzes the overheads of our wormhole detection algorithm.

Let $B$ denotes the set of beacon nodes, $S$ denotes the set of sensor nodes, and $|.|$ denotes the cardinality of a set. The random deployment of the network nodes in an area $A$ can be modeled as a spatial homogeneous Poisson point process [10]. Let $N_w$ be the set of one-hop neighbors of a node $a$, the probability that $a$ has $k$ neighbors $P(|N_a| = k)$ is equal to the probability that $k$ nodes are deployed within an area of size $\pi R^2$, where $R$ is the transmission range:

$$P(|N_a| = k) = \frac{(\rho \pi R^2)^k}{k!} e^{-\rho \pi R^2}$$

(1)

In which $\rho = \frac{|B| + |S|}{A}$ is the density of the nodes.

Our algorithm has a memory cost of $O(|B|)$ per node and a computational cost of $O(|N_w| |B|)$ per node in the worst condition, that is, there is no wormhole in the network.

The communication cost is relatively high because of the flood-based approach for the hop counting procedure. But the existence of the wormholes will reduce the communication cost on a large scale, for the wormholes make two distant nodes look like instant neighbors, alarms will soon arise after several hops transmission and the detection procedure can be terminated long before the flood procedure is over.

According to the information redundancy, several improvements can be made to reduce the cost of our algorithm further.

1) It is unnecessary for each beacon node of a beacon pair that detected an abnormality to send an alarm message. Making the one nearer to the base station rise the alarm and the other one keep silent is enough.

2) It is effective to have all the beacon nodes in the network began to broadcast simultaneously, whereas the communication cost is high. An iterative method can be used instead. Firstly, two or more beacon nodes (the distance of them must larger than a threshold) are selected as the detectors. Then, based on their detection results, some more beacon nodes will be added in and the detection procedure runs once again. The iteration will not stop until acceptable localization accuracy is achieved or it gets timeout.

**B. Precision of Localization**

This section investigates the impact of the beacon node density in the precision of localization.

As illustrated in Fig. 2, if beacon nodes $A$ and $B$ are selected as the estimated locations of two ends of a wormhole, then the localization error $LE$ is calculated as $LE = \frac{d_a + d_b}{2R}$.

![Fig. 2 Localization error illustration](image)

To achieve a localization error less than 1, at least one beacon node must be located within the circle of radius $R$ centered at each wormhole end. Let $W$ be the set of wormhole nodes, $N_w$ be the set of one-hop neighbors of a wormhole node $w$, the probability that every wormhole node has at least one beacon neighbor can be computed using (1):

$$P(|N_w| \geq 1, \forall w \in W) = P(|N_w| \geq 1)^|W|$$

$$= (1 - P(|N_w| < 1)^|W|)$$

$$= (1 - e^{-\rho_s |W|})^|W|$$

Where $\rho_s = \frac{|B|}{A}$ is the density of beacon nodes.

Fig. 3 shows the probability of $LE < 1$ for different $\rho_s$ with one wormhole($|W|=2$) and two wormholes ($|W|=4$).

It can be seen from fig. 3 that to achieve a $P(LE < 1) = 90\%$, a beacon node density of 0.01 per m$^2$ is needed.

**V. PERFORMANCE EVALUATION**

**A. Simulation Setup**

250 sensor nodes were randomly distributed within a 50m*$50$m rectangular area. The beacon nodes were also randomly placed within the same area. The transmission range $R$ of both sensors and beacon nodes was set as 10. The location...
of the wormhole was fixed in the network.

To evaluate the accuracy of attack detection and localization under different $\rho_B$, sensors was distributed in advance, and $\rho_B$ was changed from 0.002 to 0.02 step with 0.002. Considering the randomization of nodes placement may influence the detection results, this experiment was repeated 20 times.

Fig. 3 ($LE<1$) for different $\rho_B$ with 1 wormhole and 2 wormholes

B. Detection Results

Let’s introduce false toleration rate (FTR) as the frequency with which a detection procedure fails to detect a wormhole attack. FTR is computed as the number of wormhole attacks that are not detected divided by the total number of attacks.

Another rate is calculated to estimate the localization precision, that is, the rate of $LE<1$. It is computed as the number of wormholes which $LE<1$ divided by the total number of attacks.

Fig. 4 shows the FTR and the $LE<1$ rate for the experiments. The detection algorithm has a high $LE<1$ rate with FTR=0 when $\rho_B \geq 0.008$, which means the algorithm is successful at detecting and locating wormholes in all experiments when $\rho_B \geq 0.008$. No false alarms are appeared in our experiments, that means the value of false positive is zero.

Fig. 4 FTR and $LE<1$ rate in our experiments

VI. CONCLUSION

This paper presents a distributed wormhole detection and localization algorithm which takes advantage of the known locations of beacon nodes. Its calculation cost is very low comparing to those require additional hardwares (e.g., directional antennas and accurate clocks) or manual setup of networks. Further more, it can provide the locations of wormholes with a localization error less than 1R when the density of beacon nodes reaches a certain small value.
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