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Abstract—This paper presents a novel approach to finding a priori interesting regions in mammograms. In order to delineate those regions of interest (ROI’s) in mammograms, which appear to be prominent, a topographic representation called the iso-level contour map consisting of iso-level contours at multiple intensity levels and region segmentation based-thresholding have been proposed. The simulation results indicate that the computed boundary gives the detection rate of 99.5% accuracy.
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I. INTRODUCTION

Breast cancer is the leading cause of death [1-3] among all cancers for middle-aged women. Early diagnosis and treatment can increase the chances of survival. Early detection of breast cancer starts with qualitative analysis of mammographic data by physician. Mammography is currently the only proven and cost-effective method to detect breast cancer in its early state of growth. It has been found that a large number of lesions (approximately 25%) of cancers are missed at screening. For this reason, there has been considerable effort aimed at developing computer-aided diagnosis (CAD) systems that might provide a consistent and reproducible second opinion to a radiologist. Currently, most CAD systems are designed to prompt suspicious regions.

The segmentation of the mammographic image is to extract one or more regions of interest (ROIs) from the background after pre-processing. The principle goal of segmentation is to partition an image into homogenous regions (spatially connected groups of pixels called classes, or subsets) with respect to one or more characteristics or features, such that the union of any two neighboring regions yields a heterogeneous.

Accurate segmentation of the breast region is an important prerequisite in the computer-assisted analysis of digital mammograms. The goal is to exclude the background from the further processing. The segmentation algorithm should identify the breast region independently of the digitization system, the orientation of the breast in the image, image artifacts and other image characteristics.

To segment the breast region, Bick.U et al. classified the image pixels as either potential breast pixels or other pixels [4]. The classification of a pixel was based on the local intensity range and the analysis of a modified histogram, which only included pixels with a small local intensity range. Region growing and morphological filter were used to identify the final breast region. The method was tested on 740 mammograms digitized with a Konica laser scanner and a Fuji optical drum scanner.

Abdel-Mottaleb et al. applied histogram thresholding to segment the interior of the breast [5]. The resulting binary image was then used to locate the remaining breast region near the breast skin line by an edge detection technique. The final breast region is the union of the two regions. The method was tested on more than 500 mammograms digitized with a Lumisys scanner. Meandez et al. detected the breast skin line by an algorithm that computes the gradient in the smoothed version of the mammogram [6]. The image is divided into three parts, which determine the direction of a tracking process that uses the gradient of nine previous pixels to detect the order pixels. The algorithm was tested on 156 mammograms digitized with a Konica laser scanner.

Rezae et al. [7] used a multiresolution pyramidal segmentation technique. This research indicated methods in which multiresolution pyramidal segmentation could be combined with fuzzy c-means (FCM) to provide a final segmentation of the image. Starting with the top layer (lowest resolution), a pyramidal segmentation algorithm was applied based on both spatial relationships and similarity of parent–child pixels. This resulted in the lowest image (highest resolution) being classified into regions, usually more than desired. These regions were then merged into the desired number of classes by the FCM algorithm. Strickland and Hahn [8] used a wavelet transformation that acted as a bank of matched filters for the detection of microcalcifications. They thresholded the resulting sub-bands to find the microcalcifications and dilated the microcalcifications to enhance them. They then weighted the sub-bands containing microcalcifications higher for the inverse wavelet transform to create a new output image. Their algorithm was tested with 40 mammogram images obtained from the Nijmegen database located at the University Hospital Nijmegen, The Netherlands. These 40 images represented 21 different patients, each containing at least one verified calcification cluster.
Although previous methods have shown some promise, statistical and local approaches currently generate too many false positives to be useful in clinical practice, and they are relatively slow and inaccurate. Hence in this paper, a novel segmentation methods have been proposed for mammograms and investigate its application to the detection of regions of interest (ROIs). In this work, it has been described and compared two algorithms called a topographic representation called the iso-level contour map consisting of iso-level contours at multiple intensity levels and region segmentation based-thresholding for accurate segmentation of the breast region from the background. Morphological filtering is used to define the boundary of the segmented region after thresholding. To finish the initial segmentation, the segmented bright objects in the background are removed.

II. DATA ACQUISITION AND PREPROCESSING

The mammograms can be acquired with dedicated mammographic systems and digitized with a laser film scanner [Lumisys DIS -1000]. In the development of automated mammographic classification system the analysis of tumor’s detection depends on the regions of interests, which are usually of low contrast and noisy nature. Hence an image denoising and enhancement may be required to preserve the image quality, highlighting image features and suppressing the noise. These enhancement techniques make very small tumor structures into more visible, and the features of the calcifications can be made more evident hence the radiologist can be aided in determining whether the calcifications are benign or malignant. Non-linear filters such as median filters have been previously used for the detection of microcalcification by doi et al. [1]. In their work the effects of linear and nonlinear filters and their Region of Support (ROS) on the detection and enhancement of microcalcification are investigated. A median filter with 5x5 supports is found to be most effective on mammographic images with simulated microcalcification. The median filter has been used extensively for image noise suppression and smoothing. The main idea is to estimate the mean of the observation window without the effect of outliers. Such a filter is superior to its linear counterparts in removing impulse noises. It preserves monotonic image features, such as edges and ramps. On the other hand, the application of a median filter can introduce spurious artifacts into the transformed image. The filter attenuates image features that are smaller than the observation window in at least one dimension. In the presence of noise, depending on the shape of the transform window and noise levels, the median filter can generate streaks and amorphous blocks.

In order to overcome the above drawbacks, the shock filter [10] has been used for preprocessing. This filter is applied to remove noisy fluctuations and to enhance edges that contain semantically useful information. However, a major drawback in linear scale-space model is the locations of the region edges can not be well preserved. They are usually shifted from their true locations at the coarser level of multi-scale representation. Because the shape, boundary and intensity variation of abnormal regions are the most important features in breast cancer detection, a meaningful multi-scale description should meet following requirements so that it could be helpful in improving feature extraction and enhancing their discriminability of malignant from benign tumor.

Consider a continuous image \( f: \mathbb{R}^2 \rightarrow \mathbb{R} \). Then a class of filtered images \( \{ f(x,y) \mid t \geq 0 \} \) of \( f(x,y) \) may be created by evolving \( f \) under the process

\[
I_t = -\text{si gn}(\Delta I) \nabla I \quad (1)
\]

\[
I(x,y,0) = f(x,y) \quad (2)
\]

Where subscript denotes partial derivatives, and \( \Delta I = (I_t, I_y') \) is the (spatial) gradient of \( I \). The initial condition (2) ensures that the process starts at time \( t = 0 \) with the original image \( f(x,y) \).

And the above equation can be rewritten as

\[
I_t = -\text{si gn}(I_y') \nabla I \quad (3)
\]

where \( \eta \) is the direction of the gradient.

The main idea of this filter is to embed the original image with a set of low-pass filters, such as a set of Gaussian kernels with different variance where larger variances correspond to images of coarser resolutions. The common approach to increase robustness is to convolve the signal’s second derivatives with a low pass filter, such as a Gaussian is given by

\[
I_t = -\text{si gn}(G_x * I_y') \nabla I \quad (4)
\]

Where \( G_x \) is a Gaussian of standard deviation \( \sigma \).

The filter eliminates the noise, and dislocates the important edge features in the image. Hence, when moving from the finer to coarser scale, the image gets more and more simplified. This complexity can be overcome by the modified shock filter with diffusion operator. The outcome of the new filter is expected to have denoised image with sharpened edges. This is given by

\[
I_t = -\text{si gn}(G_x * I_y') \nabla I + Cl_x c \quad (5)
\]

where \( C \) is a positive constant. This filter is capable of providing high performance compared to existing methods. The approach is based on non-linear diffusion, in which the image gradient was used to weight the diffusion process in order to smooth the mammogram images.

III. SEGMENTATION

A. Iso-level Contour Map

An image is considered as a surface in which the intensity at each pixel represents height in three-dimensional space [11]. An ordered set of connected pixels at the same height (intensity) forms an iso-level contour. That is, an iso-contour \( C \) for a given grey level \( l \) from the image \( I(i,j) \) is given by:

\[
\text{Isol}(C) = \{ (i,j) \mid I(i,j) = l \}.
\]
where $\Omega$ is a domain of the image $I$. An iso-level contour is constrained to be a simply closed curve satisfying the conditions of a Jordan curve. A digital image $I(i,j)$ is generally modeled as a discrete function, the value of which represents intensity where an image domain $\Omega \subset \mathbb{N}^2$. In practice, it is hardly possible to draw a continuous curve of a constant intensity in a discrete domain due to the nature of image acquisition such as intensity quantization and noise intervention. For this reason, bilinear interpolation is used to obtain a continuous image surface on which isolevel contours are well defined. A topographic representation is obtained by an isolevel contour map consisting of a set of isolevel contours at multiple values over the intensity range of an image. The isolevel contour map $CM(I)$ for an image $I$ is given by:

$$CM(I) = \{C(l_i) | l_i \in L, \ i = 1, 2, \ldots, n, \ L = [I_{\text{min}}, I_{\text{max}}], \ l_i \neq l_j \text{ if } i \neq j\} \quad (7)$$

where $L$ is the intensity range of a given image $I$ between minimum intensity $I_{\text{min}}$ and maximum intensity $I_{\text{max}}$, and $n$ denotes the quantisation needed to reliably detect features.

B. Inclusion Tree

The isolevel contours that represent distinctive regions with respect to the local background are detected by analysing the isolevel contours generated from the image. The pattern of contours on the isolevel contour map is formed depending on the topological and geometrical properties of objects in the image. A quasi concentric pattern of contours is observed within a dense object, referred to as a salient region. In addition, an abrupt intensity change through a salient region forms a conspicuous dense contour pattern. The topological change of the contour pattern implies a transition from one object to another, or to the background.
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The topological and geometrical configuration of the contours in an isolevel contour map can be described by the relationship of enclosure. The enclosure relationship between contours is guaranteed by the Jordan curve theorem. Any isolevel contour $C$ divides an image domain $\Omega$ into two disjoint regions, an interior $\text{Int}(C)$ and an exterior $\text{Ext}(C)$ of the contour $C$.

The enclosure relationship between two isolevel contours, $C_i$ and $C_j$, is given by:

$$C_i \subset C_j \text{ if } \forall (x, y) \in C_i, \ (x, y) \in \text{Int}(C_j) \quad (8)$$

The enclosure relationship between all the extracted isolevel contours can be represented in the form of a tree structure, called the inclusion tree and shown in Fig 1. The inclusion tree provides a hierarchical representation of the enclosure relationship between contours. In the inclusion tree, each node corresponds to an isolevel contour and the isolevel contour at an ancestral node encloses the isolevel contours at its descendents. In particular, the root node of the inclusion tree represents the boundary of a whole image. A path $P$ in the inclusion tree is an ordered sequence of the nodes defined by:

$$P = (C_1, C_2, \ldots, C_n), \ C_j \in C_j \text{ if } i < j \quad (9)$$

where $C_i$’s are isolevel contours. The path represents a hierarchical sequence of the isolevel contours from the innermost contour to the outermost contour in a nesting
structure. The hierarchical information in the inclusion tree provides an efficient way to examine the topological and geometrical structure of an image.

C. Region based Segmentation

The segmentation by region-based techniques is achieved by identifying all pixels that belong to the object based on the intensity of pixels [12]. They are looking for the regions satisfying a given homogeneity criterion. Since mammographic masses mostly have low contrast and ill-defined edges, it is difficult to determine their boundary with edge-based techniques. Region-based techniques are more suitable for mammograms since suspicious regions are brighter than the surrounding tissues. There are many region-based techniques such as Region growing, Watershed algorithm, and Thresholding. In this paper region segmentation based-thresholding method is also been used for segmentation. Thresholding is based on the image histogram or local statistics such as mean value and standard deviation, or the local gradient. As known, masses appear as bright regions in the mammogram, next step aims to separate those areas from the structured background due to the breast parenchyma. Given an image \( I(x,y) \) a single threshold is defined as follow:

\[
bin(x, y) = \begin{cases} 
1 & \text{if } f(x, y) \geq T \\
0 & \text{if } f(x, y) < T 
\end{cases}
\]

(10)

where \( bin(x,y) \) is the resulting binary image and \( T \) the threshold value. The finding of the optimal value for \( T \) is often one of the most difficult tasks. As already seen, the main purpose of the presented algorithm is to reduce the total area of interest, without losing information about lesions. Here, the most critical issue is to determine the best tradeoff between the reduction of the searching area and the loss of mass information. This threshold algorithm defines a dynamic \( T \) value based on mean \( M \) and standard deviation \( \sigma \), estimated within each considered mask. The entire process consist in the translation of a scanning mask over the image, and in the estimation of the statistical values \( M \) and \( \sigma \). At each step, the threshold value \( T \) is then calculated as:

\[
T = M + \alpha \cdot \sigma + M \cdot k
\]

(11)

where \( \alpha \) and \( k \) are two parameters adjustable by the user. In a classic thresholding approach, all the parts inside the breast are considered in the same way (i.e. the values of \( \alpha \) and \( k \) are unchanged over the entire breast area). However, this could lead to some troubles in the regions close to the borders of the breast. In order to reduce those problems, in the proposed method, it has been considered separately the regions close to the pectoral muscle and those within the external border of the breast. In the first case, it may be noticed that the regions of the breast next to the muscle usually have a brightness distribution quite uniform, with a consequent small \( \sigma \) value. In this situation, a value for \( T \) smaller than threshold values of other parts of breast would give better results. A similar situation is observed on the breast external border. Here, the thickness shrinks very suddenly. As a consequence, a lot of pixels have value over the threshold \( T \). For reducing these problems, a different normalization \( k \) value is applied. In particular, the breast is divided into three different parts (external border, border close to the chest and internal breast tissue) processed each one separately. In this way, it is possible to define three different \( k \) values to be used inside the breast region, in order to get a more accurate segmentation. The aim of this phase is to reject linear, very small or very large objects, and to reconstruct the correct shape of the objects altered by the local thresholding. In particular, these operations are combinations of erosions and dilations.

IV. RESULT AND DISCUSSIONS

The segmentation algorithm is applied to the detection of regions of interest (ROI’s) in mammograms for finding masses. To evaluate the performance of the algorithm, the Digital Database for Screening Mammography (DDSM) was used. For the preprocessing step, an anisotropic diffusion based shock filter was applied to reduce noise and unnecessary small features.

After noise removal and edge enhancement, the isolevel contours were extracted at grey levels that evenly divide the entire range of intensity of an image according to the desired quantisation. This quantisation is related to the size of objects it is desired to segment a finer quantisation is appropriate for more subtle features such as masses. And then a thresholding technique has also been used, in order to identify the bright objects highlighted by the filter. Fig. 2 gives the segmentation results using Iso-level contour map based technique and thresholding Fig. 2(a) is the original image. Fig. 2(b) is the output of the shockfilter. The boundary selection is shown in the Fig 2(c).The Fig. 2(d) and 2(e) are the output of the Isolevel contour map and thresholding respectively.

The resultant decision on category is validated with the expert and based on the interpretation of the expert, the actual efficiency is estimated. The performance of the proposed method has been evaluated in terms of sensitivity and specificity. Sensitivity (True Positive Fraction) is the probability that a diagnostic test is positive, given that the person has the disease. Specificity (true negative fraction) is the probability that a diagnostic test is negative, given that the person does not have the disease. Overall accuracy is the probability that a diagnostic test is correctly performed. These indices for the various systems have been tabulated in Table 1. The three indices are defined as follows.

\[
Sensitivity = \frac{TP}{TP + FN}
\]

(12)

\[
Specificity = \frac{TN}{TP + TN}
\]

(13)

\[
Accuracy = \frac{TP + FN}{TP + TN + FP + FN}
\]

(14)

where \( TP \) represents True Positive and \( TN \) represent True Negative.
Fig. 2. (a) An original mammogram (b) Denoised Image using shock filter (c) Boundary selection of filtered image (d) Iso-level contour map based on the denoise image (e) Segmented image using thresholding.

Receiver operating characteristic (ROC) curves are frequently used to compare the accuracy of two or more imaging techniques. The effectiveness of the Iso level contours at multiple intensity levels and region segmentation based thresholding algorithm have been compared in ROI detection. It can be seen from the ROC curve presented in Fig. 3.

The performance of the segmentation algorithms are verified by using area under the receiver operation characteristics (ROC) curve Az and standard error(SE). This is shown in Table 2. From the Table 2, it has been noticed that Region segmentation based thresholding executes with lesser time.

### Table 1: Performance Comparison of Various Methods

<table>
<thead>
<tr>
<th>Segmentation Approach</th>
<th>Sensitivity (%)</th>
<th>Specificity (%)</th>
<th>Overall Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manual selection of Regions of Interest</td>
<td>87</td>
<td>66</td>
<td>95.5%</td>
</tr>
<tr>
<td>Iso-level contour map consisting of iso-level contours at multiple intensity levels</td>
<td>90</td>
<td>87</td>
<td>96.9%</td>
</tr>
<tr>
<td>Region segmentation based-thresholding</td>
<td>96</td>
<td>94</td>
<td>99.5%</td>
</tr>
</tbody>
</table>

Fig. 3  ROC Analysis of Segmentation Techniques
V. CONCLUSION

In this paper automated mass segmentation methods have been proposed. These methods are able to automatically isolate the most suspicious mass regions without any human intervention in the loop. The segmentation algorithm based thresholding has been used to extract features of mammogram images. It is also found that an Automated segmented image can be used to develop Computed Aided Dignosis (CAD) system for the analysis of breast tumors as malignant or benign.
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TABLE II

<table>
<thead>
<tr>
<th>Segmentation Approach</th>
<th>Az</th>
<th>SE</th>
<th>Time (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manual selection of Regions of Interest</td>
<td>0.89</td>
<td>0.04</td>
<td>502.02</td>
</tr>
<tr>
<td>Iso-level contour map consisting of iso-level contours at multiple intensity levels</td>
<td>0.91</td>
<td>0.03</td>
<td>8.75</td>
</tr>
<tr>
<td>Region segmentation based-thresholding</td>
<td>0.99</td>
<td>0.02</td>
<td>0.215</td>
</tr>
</tbody>
</table>