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Abstract—This paper investigates the inverse problem of determining the unknown time-dependent leading coefficient in the parabolic equation using the usual conditions of the direct problem and an additional condition. An algorithm is developed for solving numerically the inverse problem using the technique of space decomposition in a reproducing kernel space. Numerical experiments are presented to show the efficiency of the proposed methods.
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I. INTRODUCTION

In this paper, we consider the numerical solution of the inverse problem of determining the leading coefficient \( a(t) \) satisfying the equation

\[
u'_t = a(t)u''_x + f(x,t) \quad (x,t) \in [0,1] \times [0,T], \tag{1}\]

the initial condition

\[
u(x,0) = h(x) \quad x \in [0,1], \tag{2}\]

the boundary conditions

\[
u(0,t) = 0 \quad \nu_x(1,t) = 0 \quad t \in [0,T], \tag{3}\]

and the additional condition

\[
u_x(0,t) = g(t) \quad t \in [0,T]. \tag{4}\]

Coefficient inverse problems arise in many applied areas. Unlike direct problems where the state of an object under investigation is known, for inverse problems, in addition to the state, certain so-called causal characteristics, including boundary conditions, initial conditions, coefficients of equations, and geometric characteristics of domains, are also unknown. In investigating inverse coefficient problems of parabolic equations, much attention is given to problems with unknown leading coefficient, which can also depend on one or two variables [1][2]. Conditions for existence and uniqueness of a solution were established in [3] in the case when the unknown coefficients are functions of the space variables. Conditions for existence and uniqueness of a solution to the inverse problem were established in [4] for a one-dimensional heat equation with unknown time-dependent leading coefficients. In [5] and [6] the authors investigate the problem of simultaneous determination of the time-dependent leading, lower coefficients, and the free term in a one-dimensional parabolic equation and establish existence of a solution over some time interval.

Many algorithms have been proposed for numerically solving inverse problems, such as GPST method[7][8], regularized nonlinear least squares and iterative methods[9][10] and convexification algorithm[11][12], etc. However, such methods are extremely time-consuming and of some assumptions and restrictions about known conditions. In this paper, we present a new algorithm for determining the time-dependent leading coefficient in a parabolic equation. In order to solve the coefficient inverse problem, we define several reproducing kernel spaces, in which the general form of the solution \( \nu(x,t) \) is given. The identification of the time-dependent leading coefficient \( a(t) \) is solved by a lower triangular linear system. Some numerical examples are studied to demonstrate the accuracy of the present method.

II. REPRODUCING KERNEL SPACES

In this section we define several reproducing kernel spaces based on smoothness requirements on the solution function \( \nu(x,t) \) and the given boundary value condition.

The inner product space \( W_1[0,T] \) is defined as

\[
W_1[0,T] = \{ \nu(x) | \nu \text{ is absolutely continuous function, } \nu' \in L^2[0,T] \}\}
\]

endowed with the inner product

\[
\langle \nu(x), v(x) \rangle_{W_1} = \nu(0)v(0) + \int_0^t \nu'(x)v'(x) \, dx,
\]

and with the norm \( \| \nu \|_{W_1} = \sqrt{\langle \nu, \nu \rangle_{W_1}} \).

It is proved that \( W_1[0,T] \) is a reproducing kernel space [14], that is, for every \( \nu(\xi) \in W_1[0,T] \), and every fixed \( t \in [0,T] \), there exists \( P_t(s) \in W_1[0,T] \) such that

\[
\langle \nu(t), P_t(s) \rangle_{W_1} = \nu(t),
\]

where

\[
P_t(s) = \begin{cases} 1 + s, & s \leq t, \\ 1 + t, & s > t, \end{cases}
\]

\( P_t(s) \) is called the reproducing kernel of \( W_1[0,T] \). The following are some reproducing kernel spaces are described similar to \( W_1[0,T] \).

\[
W_2[0,T] = \{ \nu(t) | \nu'' \text{ are an absolutely continuous function, } \nu'' \in L^2[0,T] \}\].

It’s inner product and norm are defined as
\[
< u(t), v(t) >_{W_2} = \sum_{i=0}^{\infty} \int_0^1 u^{(i)}(t)v^{(i)}(t)dt,
\]
\[
\| u \|_{W_2} = \sqrt{< u, u >_{W_2}}.
\]

\( W_2[0, 1] \) is a reproducing kernel space and solve for its reproducing kernel.

\[ R_{i}^{(2)}(s) = \begin{cases} 
\frac{1}{6} - \frac{s}{6}, & 0 \leq s < 1, \\
\frac{1}{6}, & 1 \leq s < 2, \\
\frac{1}{6} + \frac{s}{6}, & s \geq 2,
\end{cases} \quad (6)
\]

\[ R_{i}^{(3)}(y) = \begin{cases} 
\frac{s^2}{4} - \frac{1}{12}(3x^2 + 3y^2 + x^2 + y^2) + \frac{s^2}{36}, & 0 \leq y < x, \\
\frac{s^2}{4} - \frac{1}{12}(3x^2 + 3y^2 + x^2 + y^2) + \frac{s^2}{36}, & x \leq y < 1, \\
\frac{s^2}{4} - \frac{1}{12}(3x^2 + 3y^2 + x^2 + y^2) + \frac{s^2}{36}, & y \geq 1,
\end{cases} \quad (7)
\]

\( W_3[0, 1] \) is a subspace of \( W_2[0, 1] \), and we also can solve prove that it is a reproducing kernel space and solve for its reproducing kernel. We denoted it by \( R_{i}^{(3)}(y) \).

Now we consider a reproducing kernel space \( W(D) \) based on the region \( D = [0, 1] \times [0, T] \).

\[ W(D) = W_3[0, 1] \otimes W_2[0, T]. \]

In terms of \( W(D) \) and its inner product, we have the following fact, see [13].

\[ W(D) = \{ u(x, t), u(x, t) = \sum_{i,j=1}^{\infty} c_{ij} p_i(x)q_j(t), c_{ij} \in \mathbb{R}, i, j = 1, 2, \ldots, n \}, \]

where \( p_i(x) \in W_3[0, 1] \) and \( q_j(t) \in W_2[0, T] \). If

\[ u(x, t) = \sum_{i,j=1}^{\infty} c_{ij} p_i(x)q_j(t), \]

\[ v(x, t) = \sum_{i,j=1}^{\infty} r_{ij} p_i(x)q_j(t), \]

where \( \{ p_i(t) \}_{i=1}^{\infty} \) is the complete normal orthogonal system of \( W_3[0, 1] \) and \( \{ q_j(x) \}_{j=1}^{\infty} \) is the complete normal orthogonal system of \( W_2[0, T] \). The inner product is defined as

\[
< u(x, t), v(x, t) >_{W} = \sum_{i,j=1}^{\infty} \sum_{i,j=1}^{\infty} c_{ij}r_{ij}.
\]

For the inner product of two separable functions \( u(x, t) = u_1(x)u_2(t), v(x, t) = v_1(x)v_2(t) \in W(D) \), it follows that [13]

\[
< u(x, t), v(x, t) >_{W} = < a_1(x), v_1(x) >_{W_1} < u_2(t), v_2(t) >_{W_2}.
\]

\( W(D) \) is a reproducing kernel space with the reproducing kernel [13]

\[
K_{x,t}(\xi, \eta) = R_{x}(\xi)Q_{t}(\eta).
\]

For every \( u(x, t) \in W(D) \), the following is obvious

\[
< u(x, t), w(x, t) >_{W} = u(x, t).
\]

For the reproducing kernels of \( W_2[0, T] \), \( W_3[0, 1] \) and \( W(D) \), obviously we have the following properties:

\[ R_{i}^{(2)}(t) = R_{i}^{(2)}(\eta), R_{i}^{(3)}(x) = R_{i}^{(3)}(\xi), R_{ij}(x, t) = R_{ij}(\xi, \eta). \]

It should be observed that any function \( u(x, t) \in W(D) \) automatically satisfies the boundary conditions of (3).

III. THE MAXIMUM INVERSE PROBLEM IN REPRODUCING KERNEL SPACES

In this section, we discuss the inverse problem of parabolic equation (1-4) in the reproducing kernel space \( W(D) \). The inverse problem (1-4) can be reduced to solving the operator equation

\[
(Lu)(t) = F(t)
\]

with the initial condition

\[ u(x, 0) = h(x) \quad h(x) \in W_3[0, 1] \quad (10) \]

and additional condition

\[ u_0(0, t) = g(t) \quad g(t) \in W_2[0, T], \quad (11) \]

where \( u(x, t) \in W(D) \), \( F(t) \in W_1[0, T] \), and \( L : W(D) \rightarrow W_1[0, T] \) is defined as follows:

\[
(Lu)(t) = \int_0^1 u_0(x, t) dx
\]

and

\[
F(t) = -a(t)g(t) + \int_0^1 f(x, t) dx.
\]

It is readily to prove that \( L \) is a bounded operator from \( W(D) \) to \( W_1[0, T] \). It is worth noting that the boundary condition have been put into the reproducing space \( W(D) \).

In order to express all solutions of the operation equation (9), we decompose the space \( W(D) \). For a fixed dense set \( \{ s_i \}_{i=1}^{\infty} \) of time interval \([0, T]\), let

\[
\varphi_i(t) = R_{i}^{(1)}(s_i).
\]

So from the property of \( R_{i}^{(1)}(\eta) \), for every \( u(t) \in W_1[0, T] \), it follows that

\[
< u(t), \varphi_i(t) >_{W_1} = u(s_i) \quad i = 1, 2, \ldots
\]
Let $L^*$ denote the conjugate operator of $L$, and we introduce the following notation

$$
\psi_i(x,t) = (L^* \varphi_i)(x,t) \quad i = 1, 2, \ldots
$$

**Lemma 3.1.** $\psi_i(x,t)$ can be expressed in the form

$$
\psi_i(x,t) = \frac{\partial R_i^{(3)}}{\partial \eta} \bigg|_{\eta = s_i} \int_0^1 R_i^{(1)}(\xi) d\xi \quad i = 1, 2, \ldots \tag{15}
$$

and

$$
<\psi_i(x,t), \psi_j(x,t)>_W = C_i \frac{\partial^2 R_j^{(3)}}{\partial \eta^2} \bigg|_{\eta = s_j} \int_0^1 R_i^{(1)}(\xi) d\xi \tag{16}
$$

where

$$
C_i = \int_0^1 dx \int_0^1 R_i^{(1)}(\xi) d\xi \tag{17}
$$

**Proof:** Since $L$ is bounded, it is nature to expect $L^*$ is bounded. By the properties of the reproducing kernels $R_i^{(1)}(\eta), R_i^{(2)}(\eta),$ and $R_{x, t}(\xi, \eta),$ we have

$$
\psi_i(x,t) = \langle L^* \varphi_i(\xi, t), R_{x, t}(\xi, \eta) \rangle >_W
$$

where

$$
\varphi_i(\xi, t) = \langle L^* \varphi_i(\xi, t), R_{x, t}(\xi, \eta) \rangle >_W
$$

and

$$
<\psi_i(x,t), \psi_j(x,t)>_W = \langle L^* \varphi_i(x,t), \varphi_j(x,t) \rangle >_W
$$

Since $\{s_i\}^n_{i=1}$ is dense in the time interval $[0, T]$, then it means that

$$
(Lu)(t) = 0
$$

for arbitrary $t \in [0, T]$. That proved $u(x,t) \in Null(L)$. On the other hand, if $u(x,t) \in Null(L)$, that is, it satisfy

$$
(Lu)(t) = 0,
$$

we can conclude that

$$
<\psi_i(x,t), \psi_j(x,t)>_W = 0.
$$

Thus $u(x,t) \in S^\perp$.

**Lemma 3.2.**

$$
S^\perp = Null(L)
$$

where $Null(L)$ denotes the null space of $L$.

**Proof:** For every $u(x,t) \in S^\perp$, we find

$$
(Lu)(t) = 0
$$

for arbitrary $t \in [0, T]$. That proved $u(x,t) \in Null(L)$. On the other hand, if $u(x,t) \in Null(L)$, that is, it satisfy

$$
(Lu)(t) = 0,
$$

we can conclude that

$$
<\psi_i(x,t), \psi_j(x,t)>_W = 0.
$$

Thus $u(x,t) \in S^\perp$.

**Lemma 3.3.**

$$
\{\psi_i(x,t)\}^n_{i=1}
$$

is a complete system of $S$, and

$$
\{\psi_i(x,t)\}^n_{i=1}
$$

is a complete system of $S^\perp$.

**Proof:** According to the definition of $S$. The first part of Lemma can be proved. As to the second part, if $u(x,t) \in S^\perp$ and $<\psi_i(x,t), \psi_j(x,t)>_W = 0$ holds, then

$$
u(x,t) = \sum_{k,l=1}^\infty c_{kl} p_k(x) q_l(t),
$$

where $\{p_k(x)\}^\infty_{k=1}$ is the complete normal orthogonal system of $W_0^0[0, 1]$ and $\{q_l(t)\}^\infty_{l=1}$ is the complete normal orthogonal system of $W_2[0, T]$.

**Lemma 3.4.**

$$
\frac{\partial \psi_i(x,t)}{\partial x} = \frac{\partial \psi_j(x,t)}{\partial x} = \begin{cases}
C_i^2 & i = j \\
0 & i \neq j
\end{cases}
$$

and

$$
<\psi_i(x,t), \psi_j(x,t)>_W = \begin{cases}
0 & i \neq j \\
C_i^2 & i = j
\end{cases}
$$

Since $\{(x_i, t_i)\}^n_{i=1}$ is dense in the domain of $D$, we can conclude that $u(x,t) = 0$.

The orthonormal system $\{\varphi_i(x,t)\}^n_{i=1}$ can be derived from the Gram-Schmidt orthogonalization process of $\{\psi_i(x,t)\}^n_{i=1}$. We can infer that $\{\varphi_i(x,t)\}^n_{i=1}$ also constitutes a complete system of $S^\perp$. 

**Lemma 3.5.**

$$
\frac{\partial \psi_i(x,t)}{\partial x} = \frac{\partial \psi_j(x,t)}{\partial x} = \begin{cases}
C_i^2 & i = j \\
0 & i \neq j
\end{cases}
$$

and

$$
<\psi_i(x,t), \psi_j(x,t)>_W = \begin{cases}
0 & i \neq j \\
C_i^2 & i = j
\end{cases}
$$
where $C_1$ is defined in (17) and

$$C_2 = \int_0^1 \frac{\partial R_k^3(\xi)}{\partial x} |_{x=0} d\xi.$$  

**Proof:** Note that

$$< \frac{\partial R_k^3(\eta)}{\partial \eta} |_{\eta=s_i} >_{\eta=s_i} W_2 > W_2$$

$$= \frac{\partial}{\partial \eta} < R_k^2(\eta) |_{\eta=s_i} >_{\eta=s_i} W_2$$

$$= \frac{\partial}{\partial \eta} \int_0^1 R_k^2(\xi) d\xi |_{\eta=s_i} >_{\eta=s_i} W_2$$

$$= \frac{\partial^2 R_k^2(\eta)}{\partial \eta^2} |_{\eta=s_i} = \frac{\partial^2 R_k^2(\eta)}{\partial \eta^2} |_{\eta=s_i}$$

and

$$< \frac{\partial \psi(0, t)}{\partial x} >_{\eta=s_i} W_2$$

$$= C_2 < \frac{\partial R_k^2(\eta)}{\partial \eta} |_{\eta=s_i} >_{\eta=s_i} W_2$$

$$= C_2 \frac{\partial^2 R_k^2(\eta)}{\partial \eta^2} |_{\eta=s_i}$$

From (16), (22) and (23) we can conclude (19). Further (20) is a nature result of (19) and the orthonormality of $\{ \psi_i(x, t) \}_{i=1}^\infty$.

**IV. IMPLEMENTATION OF THE NUMERICAL PROCEDURE**

In this section the solution $u(x, t)$ of (9) is expressed in the form of series and a numerical procedure for solving the time-dependent leading coefficient $\alpha(t)$ is discussed.

**Theorem IV.1.** The solution $u(x, t)$ of (9) can be expressed in the following form

$$u(x, t) = \sum_{i=1}^\infty \beta_i \psi_i(x, t) + \sum_{i=1}^\infty \alpha_i \overline{\psi_i}(x, t),$$

where $\alpha_i$ are unknown coefficients. According to (9) and (14), we then get

$$u(x, t) = \sum_{i=1}^\infty \sum_{k=1}^\infty \beta_i \alpha_k \psi_i(x, t) + \sum_{i=1}^\infty \alpha_i \overline{\psi_i}(x, t).$$  

(25)

From (13) and (25) we can obtain (24).

For convenience, we denote $\int_0^1 R_k^3(\xi) d\xi$ by $M(x)$ and

$$\sum_{i=1}^\infty \sum_{k=1}^\infty \beta_i \alpha_k \psi_i(x, t) + \sum_{i=1}^\infty \alpha_i \overline{\psi_i}(x, t).$$

(26)

Setting $t = 0$ in (26), and applying the initial condition (1.2) gives us

$$h(x) = M(x) N(0) + \sum_{i=1}^\infty \alpha_i \overline{\psi_i}(x, 0).$$

(27)

Integrating both sides of (27) and noticing the fact that $\rho_i(x, 0) \in W^2_0[0, 1]$, andNotice that $\int_0^1 \rho_i(x) = 0$. Further we have

$$\int_0^1 \overline{\psi_i}(x) = 0.$$  

(28)

Taking $x_k \in [0, T], k = 1, 2, \ldots$, we get the infinite linear system about $\alpha_i$:

$$\sum_{i=1}^\infty \alpha_i \overline{\psi_i}(x_0, 0) = h(x) - C_3 M(x).$$

(29)

**Theorem IV.2.** The coefficients $\alpha(s_k)$ can be solved for by the following lower triangular system of equations

$$\frac{\partial R_k^3(\xi)}{\partial x} |_{x=0} d\xi$$

$$= g(t), \frac{\partial R_k^3(\xi)}{\partial \xi} |_{x=0} d\xi$$

$$= \sum_{j=1}^i \frac{\partial R_k^3(\xi)}{\partial \xi} |_{x=0} d\xi$$

$$= \frac{\partial R_k^3(\xi)}{\partial x} |_{x=0} d\xi$$

where $g(t), h(x)$ and $f(x, t)$ are given by (1-4), $C_1, C_2$ are given by (17) and (21), and

$$C_3 = \int_0^1 \frac{\partial R_k^3(\xi)}{\partial x} |_{x=0} d\xi.$$  

(30)
Proof: Differentiating with respect to \( x \) in (24) and applying the additional specification (4), we have

\[
g(t) = \sum_{i=1}^{\infty} \sum_{k=1}^{i} \beta_k \left( -a(s_k) g(s_k) + \int_0^1 f(\xi, s_k) d\xi \right) \frac{\partial \mathcal{P}_i(0, t)}{\partial x} + \sum_{i=1}^{\infty} \alpha_i \frac{\partial \mathcal{P}_i(0, t)}{\partial x}.
\]

Making inner product with \( \mathcal{P}_i(0, t) \) on both sides of (31) and applying Lemma III.4, the lower triangular system of equation has been built.

\[
\begin{align*}
& \frac{\partial u}{\partial t} = a(x) u'' + f(x, t) \\
& u(x, 0) = h(x) \\
& u(0, t) = 0, u'(1, t) = 0 \\
& u'(0, t) = g(t) \quad (x, t) \in [0, 1] \times [0, T],
\end{align*}
\]

where \( h(x) = (x^2 - 2x) \), \( g(t) = -2e^{-t} \), and \( f(x, t) = e^{-t} (20t + x^2 - 2x) \). The true coefficient \( a(t) = 10t \) and the true solution of the parabolic equation \( u(x, t) = (x^2 - 2x)e^{-t} \).

Results of determination of the leading coefficient \( a(t) \) illustrated in Tables 1 and 2 are obtained by truncating the two series in (24). The second example have been done to control the sensitivity of method to errors. Artificial errors \( 10^{-4} \) were introduced into the right end and conditional condition. As seen from table 2 that the error almost never affects the results of the method. The method of solving the problem was tried on different tests and the results we observed indicate that the method is stable and gives excellent approximation to the solution.

<table>
<thead>
<tr>
<th>( t )</th>
<th>true solution</th>
<th>approximate solution</th>
<th>absolute error</th>
<th>relative error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1</td>
<td>1.0137048</td>
<td>0.00137048</td>
<td>0.0131959</td>
</tr>
<tr>
<td>0.2</td>
<td>2</td>
<td>2.0074319</td>
<td>0.0074319</td>
<td>0.0037022</td>
</tr>
<tr>
<td>0.3</td>
<td>3</td>
<td>2.9988994</td>
<td>0.0001006</td>
<td>0.00003554</td>
</tr>
<tr>
<td>0.4</td>
<td>4</td>
<td>3.9912472</td>
<td>0.0087528</td>
<td>0.00219209</td>
</tr>
<tr>
<td>0.5</td>
<td>5</td>
<td>4.992628</td>
<td>0.0173732</td>
<td>0.00348675</td>
</tr>
<tr>
<td>0.6</td>
<td>6</td>
<td>5.9743981</td>
<td>0.0256019</td>
<td>0.00428527</td>
</tr>
<tr>
<td>0.7</td>
<td>7</td>
<td>6.9668120</td>
<td>0.0331881</td>
<td>0.00476374</td>
</tr>
<tr>
<td>0.8</td>
<td>8</td>
<td>7.9588223</td>
<td>0.0411777</td>
<td>0.00517385</td>
</tr>
<tr>
<td>0.9</td>
<td>9</td>
<td>8.9498918</td>
<td>0.0500182</td>
<td>0.00558863</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>9.9402011</td>
<td>0.0597989</td>
<td>0.00601586</td>
</tr>
</tbody>
</table>

TABLE II: The error of coefficient \( a(t) \) (with artificial \( 10^{-4} \) to the right end and \( g(t) \))

VI. CONCLUSIONS

In this paper, we consider solving one-dimensional inverse parabolic problem. We presented a stable numerical algorithm for identifying the time-dependent leading coefficient in a parabolic equation. Numerical results show that the proposed method is effective. It will be very interesting to expand our work to higher dimensional cases.
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