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Abstract—Content-based music retrieval generally involves analyzing, searching and retrieving music based on low or high level features of a song which normally used to represent artists, songs or music genre. Identifying them would normally involve feature extraction and classification tasks. Theoretically the greater features analyzed, the better the classification accuracy can be achieved but with longer extraction time. Technique to select significant features is important as it will reduce dimensions of feature used in classification and contribute to the accuracy. Artificial Immune System (AIS) approach will be investigated and applied in the classification task. Bio-inspired audio content-based retrieval framework (B-ACRF) is proposed at the end of this paper where it embraces issues that need further consideration in music retrieval performance.
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I. INTRODUCTION

The increasing size of digital music collections whether for personal or commercial use has driven the need for a mechanism to automatically organize the music. One can always group their collections based on genre of music, artists or even based on gender. Music genre is a label used to differentiate types or categories of songs [1]. By using this kind of labels, one can easily organize his or her collection into groups of songs such as rock, jazz, rap or many others. This kind of information is useful and essential in music retrieval application as it helps to simplify the searching and retrieval parts of such application.

Identifying a genre by recognizing the songs played can be done easily by someone who works in the music industry like composers, song writers or instruments players. However it will be different with people who are not in this industry and not having such capability. Many studies on how to identify songs according to a certain class have started and researchers have found various techniques and methods to perform music recognition.

We have seen a trend in this field as researchers mostly involved and focused on introducing new techniques and features for music classification whether it is based on genre, gender, instruments or others. This resulted many available tools readily and freely online for any other researchers to use. Basically, the studies involved investigating the content of the songs where it began with analyzing and extracting features from the sounds. The features then will be categorized to find a series of similarity and these findings can be used to represent different kinds of song information.

Classification method is another major focus of study many researchers have been involved in. Features introduced combined with classification technique often provided certain level of performances. Throughout the years since the research in music analysis started, we have seen a tremendous development in music classification. Different techniques of extraction and classification were experimented and produced since then. Thus it is significant to conclude that features selected and classifiers applied have some sort of relevancy in classification performances.

With the whole range of features extracted and introduced, one cannot easily decide which features are more appropriate than the rest in recognizing certain type of music. To decide which one is significant to a particular type of song genre would need an approach to be applied. That is the reason why there is another emerging focus of study emerged which is developing and introducing techniques to select the right and significant features. Deciding and selecting the right features to represent different information of songs would be a crucial task alongside the extraction and classification tasks in music recognition.

These are the issues we are investigating throughout our research. We will discuss the highlighted issues and their consequence on music recognition performances. Some discussion on AIS classification approach will be presented here. The remainder of this paper is organized as follows: Section II gives some coverage and overview of background works in music analysis. Section III then will discuss music genre recognition where we divide it into three parts, feature extraction, features selection and genre classification. Section IV will discuss the proposed B-ACRF framework in this music analysis and retrieval research. Some concluding remarks will be outlined in the last section.

II. AUDIO CONTENT-BASED RETRIEVAL

Content-based music retrieval is an area which involves steps and processes, algorithms and techniques and also experiments and evaluations. In theory, we can categorize all
these processes and steps into three main tasks which are identifying, grouping and searching.

Classifying music into different classes of genre would normally involve identifying and grouping tasks where these two tasks, once completed can contribute to the searching task performances. Identifying and grouping are important in music analysis as they determine what type of songs they are analyzing and which type of songs they belong to. Identifying songs in content-based analysis means analyzing music to capture features that can represent each type or genre of songs. Grouping on the other hand means clustering songs in a group or class of songs that have similarities in features. Meanwhile searching means looking for similar songs from the clustered songs based on query.

In music research area, there could be various topics of interest that researchers are involved in such as identifying vocal of artist, separating instruments from vocal sound, identifying an instrument in a music, genre classification and many others. Having said that, the most important aspect concerns would be capturing features from the music sound and as a result, the development of new features and techniques of extraction are becoming more active now than previously. Most of the works can be found in [4] - [15].

In our research, we are not only focusing on classification of music which consisted identifying and grouping processes, but we also want to focus on the searching part as well. As we have mentioned earlier, the performance of searching task are very much dependent on the identification and grouping of tasks, so we might as well includes those tasks and combined them in a framework. Further explanation about the framework will be in Section IV.

There are frameworks from previous research that have been implemented to do the content-based retrieval especially for image, audio even for music data. They can be found in [16] - [21].

Few frameworks that in our opinion are very closely related to ours will be discussed here. In [18], the testing part of different query length is the main concern where it can show the reliability of the proposed framework in retrieving songs based on different queries. Meanwhile in [19], the strength of the proposed framework is very much referring to the availability of comparing different methods of features extraction, matching and presentation. Having the presentation part would contribute to the chances of user giving any feedback to the application developed based on the proposed framework.

Reference [21] discussed an outstanding music application tools developed based on the proposed framework. It is however more suitable for a commercial kind of development project which is very contradictory to what we proposed. The Marsyas framework in [21] is yet another exceptional framework developed where the group has implemented a free tool or software for other researchers to use. The framework is very similar to our proposed framework only without the process of selecting significant features to represent genre of songs. All frameworks discussed are somewhat different with what we are proposing in B-ACRF.

III. MUSIC GENRE RECOGNITION

We basically have divided music genre recognition into three phases which are feature extraction, feature selection and genre classification. This is slightly different as proposed and mentioned in [2]-[3]. While classification stage implies a series of techniques that can be used such as machine learning techniques, the first and second stage plays a crucial role is determining the performance of genre classification.

A. Content-based Features Extraction

Experiments have shown that sounds from music can be classified according to its characteristics to differentiate the genres. The characteristics of low level features can be obtained by analyzing the content of music. Several low level features have been introduced such as timbre, pitch, rhythm, wavelet basics, energy based features that include band energy ratio and spectral basis, rhythm pattern and repeating patterns. Among the listed features, timbre, pitch and rhythm would be the focus of our study.

Timbre related features generally represent the quality of a sound that is purposely used to differentiate sounds particularly human voice and instruments. Physical characteristics like spectrum can be used to analyze this particular element. Spectra analysis normally relates to the energy distribution of a sound where it can differentiate sound from different sources. For example sounds from flute and violin when played together may be identical in pitch, loudness and duration but they are easily recognized by their timbre content. The different sounds they produce are actually distinguished by different vibration pattern and different spectrum.

Rhythmic content feature initially can be use to gather information such as the rhythm regularity, beat and tempo of music. Both beat and tempo have certain characteristics that can be utilized to identify types of songs. Tempo relates to the sound being repeated over time which can be useful in fast music like dance techno, meanwhile beat is a measure of signal strength between frequencies. Rhythm has also been investigated in studies to distinguish vocal and instrument sounds.

Pitch analysis can describes melody and harmony of a music which can be used to identify types of music genre. Generally it can recognize pieces of music especially classical and jazz better than other types of music because the pitch content change frequently in these two type of songs compared to the others. On the other hand octave property can be used to describe singing voices that can differentiate one singer from another.

B. Features Selection

Selecting and using the right features to classify music according to a certain genre of music would be crucial as it will determine the performance of classification task. It can reduce data dimensions that need to be processed and also reduce the execution time. There are certain criteria that we need to look at as mentioned in [22]. The first criteria would be the similarity of perceived objects must be map to a nearby points in feature space and the second criteria would be the
features selected should contain all important information which is vital in identifying the type of songs.

There are various techniques of selecting features available. In general, those techniques can be divided into two categories which are filter and wrapper methods [23]. Wrapper method normally depends on classifiers where it utilizes the classifier to evaluate selected features and the result provided normally is classifier-specific. Wrapper is said to produce better results but is computationally more complex than filters. The disadvantages of using this method are that it is normally for large database of dataset only and need to be trained every time a new classifier is used.

On the other hand, filter is reasonably appropriate to be applied in our research as it is independent of classifiers since during selecting significant features, the process will not involve the classifier. It is also less computationally complex which means it will produce faster results than wrapper method. However combination of both methods has been made and can be seen in [24].

C. Genre Classification

In this section we will discuss Artificial Immune System (AIS) approach specifically on negative selection algorithm. According to [25] AIS is inspired by human immunology system in which the immune functions, models and principles of immunology are observed.

AIS is an adaptive system, emulating human body immunology system to solve problems. It is concerned with abstracting the whole concept of immune systems to computational systems in solving problems from mathematics, engineering and information technology point of view. Previous work on AIS in music genre classification can be found in [26] - [29].

Negative selection algorithm was first introduced by [30] where the idea was inspired by negative selection of T-cells in thymus. The algorithm focused on recognizing self or non-self cells where it will eliminate the T-cells that are not recognize by the thymus. Detailed explanations on how negative selection algorithm works can be found in [25].

The suggestion of using negative selection algorithm in this research was mainly driven by the concept of recognizing self or non-self cells where it is closely related to emphasize the individual features that represent each genre of songs. Originally, the very first version of NSA is about defining only two classes or two set of cells which are self and non-self cells. Then it was modified into defining more than two classes defined in their pattern problem. As we have more than two genres of songs to be classified, our research is basically very closely related to [29].

There are quite a number of other techniques normally used and applied in classification work. Among them, techniques that are repeatedly investigated in research are machine learning, statistically methods and neural network. Both features extraction and classification processes are complementing each other. While the extracted features contained information that represent different genre of songs, classifiers on the other hand determine the accuracy of the classification part of the songs. Some of the works that apply machine learning technique can be found in [8], [14], [16] and 17.

Statistical classifiers can also be considered as part of machine learning methods and they are mostly employed in pattern recognition and speech analysis application. Neural network on the other hand is an artificial mathematical model that works in an adaptive technique by changing the structure based on internal and external information. This happened through the network during a learning process. With the ability to model non-linear statistical data, they can be used to search similar patterns that exist in the data.

In music analysis, neural network method using abstraction of acoustical events that occur while the song is playing has been discussed in [5].

Table I shows a comparison of works in classification where mainly the works are chosen mostly based on features similarities. We want to highlight the extracted features used in those study can be used to represent not only the western songs but also other type of songs as well [25][30]. In addition we also want to compare different classifiers used in the works ranging from machine learning, statistical based and artificial immune system approach. The datasets used were from western group of songs, Korean traditional songs and Malay traditional songs.

<table>
<thead>
<tr>
<th>Ref</th>
<th>Dataset</th>
<th>ML</th>
<th>ST</th>
<th>AIS</th>
<th>FST</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>Western</td>
<td></td>
<td></td>
<td>✓</td>
<td>61.00</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Western</td>
<td>✓</td>
<td></td>
<td></td>
<td>79.00</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Western</td>
<td>✓</td>
<td></td>
<td></td>
<td>64.40</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>Malay</td>
<td>✓</td>
<td></td>
<td>Yes</td>
<td>87.05</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>Western</td>
<td>✓</td>
<td></td>
<td>Yes</td>
<td>93.00</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>Korean</td>
<td>✓</td>
<td></td>
<td>Yes</td>
<td>83.00</td>
<td></td>
</tr>
</tbody>
</table>

The comparison was made between different classifiers applied, ML (machine learning), ST (statistical-based) and AIS (artificial immune system). Among them, two studies applied the FST (features selection technique) and they showed higher percentage of accuracy compared to other results. The % refers to accuracy percentage of the classification process.

The difference between [10], [13] and [9] is that both [10] and [13] include other features as well in their experiments which are called repeating pattern and wavelet basis features. To summarize, AIS approach combined with feature selection technique could increase the accuracy rate for almost 20%.

IV. B-ACRF: THE PROPOSED FRAMEWORK

Content-based analysis and retrieval of multimedia data is basically related to information demand. An exact match between demand and supply in multimedia databases is unavailable since the information is differently structured.
This requires, besides an accurate and comprehensive model of the available information, specific functionality to handle the queries and the presentation of the results. In content-based retrieval, information should be extracted from features, concepts or combination of both. Retrieving any particular multimedia data generally would need a very comprehensive application in order to get good results. We will highlight a few important issues that need to be considered in developing such applications.

Related works in music analysis have shown that different types of features and techniques used to extract the features provided different levels of performances. Nonetheless those studies emphasized more on classification. To say which feature is better than the other actually depends on the type of data analysed. According to [9] [10], certain genre of music tends to have different levels of pitch. For example jazz and classical music are said to have a higher pitch than pop or rock songs. Using others apart from pitch related features to identify jazz or classical songs are not highly recommended for such genres. Also, rather than using individual features to identify the songs, combinations of features in identifying certain types of songs can also increase performances [10] [13].

Quite a number of features representing different types of song genre have been acknowledged now and researchers can always select which features are relevant to their works. Choosing the right and appropriate features to be analysed and used sometimes will takes time but solution to this problem has been rectified since there are techniques that can be used to select significant features. The techniques are known as the feature selection techniques and we have come across few works that applied these techniques in their research. In Table I, we have indicated whether these works have applied the feature selection task here. Related features we use Marsyas version 0.2 which is developed in [7] and we add feature selection task here. Combination of both elements has been applied in the first phase with the intention to find a set of significant features from the whole range of features extracted earlier. The selected features will improve the classification performance as they will reduce execution time while maintaining classification accuracy [23].

The selected features then will be converted into binary set of strings before we can proceed with the classification work in the second phase. In the classification phase we applied Negative Selection Algorithm (NSA) from AIS as classifier to identify and group songs into different types of genre. The reason for using NSA in classification has been explained in Section III.

There are two modules involved which are called censoring and monitoring in the process of recognizing and generating detectors. From the figure, defining self cells and generating detectors are part of censoring module where we generate detectors based on how many song genres we want to classify. During generating detectors, antigen will be compared to evaluate the affinity binding (similarity value) with the detector candidates. We apply exclusive-or operator (XOR) to determine and evaluate the affinity binding between them where the threshold value will be used as benchmark [25].
In XOR operation, values “0” and “1” are used and will be counted to decide whether it exceeds the threshold value or not. As NSA considers non-self cells as detectors, the non-matching antigen-detector will be based on the “1” value. The higher the “1” than “0” value during comparison, the better results of indicating the non-self cells will be. If indicated, the cell then will be considered as a detector and stored for further analysis in the next module.

In monitoring module, the process of matching between detectors and antigen will take place to identify types of antigen (song genres). Again similar process as in censoring module will be repeated. Only in this module, the matching process will be looking for affinity measurement between antigen and known non-self cells (detectors) to determine types of song genres. Value “0” will be used to indicate the similarity during monitoring process. The more “0”s are found during affinity measurement, the more similar the antigen will be to the detector. The identified song then will be classed in the same group of song genre for retrieval purposes. Note that during classification, we use the selected features individually or combined with the purpose to look for the most significant representation that can identify each type of song genres accurately.

The last phase of our proposed framework will be focusing on retrieval part inclusively where we apply similarity technique to search for similar type of song genre from the storage with the query.

V. CONCLUSION

The availability of techniques and methods for feature extraction and classification in music analysis field today has shown that researchers in this area are very concerned in automating the extraction and classification processes. As the collections of digital songs keep increasing online, their studies contribute to a major breakthrough for internet users and others.

In this paper, we have explained the framework with important factors that need to be considered to get higher performance on retrieval part. We strongly believe that our discussion throughout this paper has given opportunities to other researchers in this area of studies to fill the gaps, to explore further and to provide solutions to the known and unknown problems that have yet to be discovered. Furthermore the discussion on proposed framework using the new approach in genre classification especially, hopefully will contribute to others and also, is going to be investigated further.
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