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Abstract— Optical Character Recognition (OCR) is a very old and of great interest in pattern recognition field. In this paper we introduce a very powerful approach to recognize Persian text. We have used morphological operators, especially Hit/Miss operator to describe each sub-word and by using a template matching approach we have tried to classify generated description. We used just one font in two different sizes to verify our approach. We achieved a very good rate, up to 99.9%.
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I. INTRODUCTION

The area of machine-printed and hand-written character and word recognition has been the subject of many research studies in the past few years [1][2][3][4]. Several algorithms have been proposed for the recognition of widely used characters, in both printed and cursive forms. However, still there are unsolved problems in this area. Persian characters used as the script for languages such as Farsi, Arabic, and Urdu, are among those characters developing a recognition system for them have not received so much attention [1][8][12]. Since the development of any object recognition scheme is a direct consequence of the characteristics of the object being recognized, it is not possible to apply directly many of the recognition algorithms proposed for other classes of characters to Persian characters. Our objective in this paper is to present and demonstrate an approach, not just a technique, for Persian character recognition, based on the morphological image processing methods. We start with a brief review of some important Persian text’s features and then introduce in brief morphological transformations. Then we explain in some details our proposed method and follow that with experimental results.

II. PERSIAN TEXT FEATURES

Persian character recognition is different from Latin character recognition. It is a cursive script and it has many different features.

1- Persian text is written from right to left.
2- Farsi has 32 characters out of which 18 have 1 to 3 points which maybe locate below (like “۱”), above (like “١”) or in the middle of the character (like “٢”). Some of them maybe have some other vowels (like “۶” and “۸”).
3- Persian is a cursive script. Characters are connected and make a component. These components are called “sub-words”. A single isolated letter is considered as the extreme case of a sub-word. A word may have several sub-words for example “سرده” is a word and has two sub-words “سر” and “ده”.
4- In Persian, depending on its position in a sub-word, a letter may take different shapes. Although there are only 32 letters in Persian alphabet, the total number of different classes to be recognized sums up to 127 (Table 1.). Most of the letters have dots above, below, or inside them, number of which is variable between one to three. There are letters whose only difference is the number and/or location of their dots. Ignoring the dots reduces the number of classes to 66. If we consider dots, signs (like “۶” and …) and numbers we have 157 different classes.
5- In Persian/Arabic text there is a base line which usually has more black pixels. (Fig 1.).

Fig. 1. A Persian text and its base line

There are other features which are not very important.

Some of these features make Persian character recognition very hard and complex. Because of the connectivity between Persian characters, its recognition is very hard and most of errors occur in the segmentation phase.

III. PERSIAN CHARACTER RECOGNITION ALGORITHM

The recognition of characters in Persian printed documents is performed in four stages as depicted in Fig. 2 (without considering output stage).

We can classify Persian language features in several items:

1- Persian text is written from right to left.
2- Farsi has 32 characters out of which 18 have 1 to 3 points which maybe locate below (like “۱”), above (like “١”) or in the middle of the character (like “٢”). Some of them maybe have some other vowels (like “۶” and “۸”).
3- Persian is a cursive script. Characters are connected and make a component. These components are called “sub-words”. A single isolated letter is considered as the extreme case of a sub-word. A word may have several sub-words for example “سرده” is a word and has two sub-words “سر” and “ده”.
4- In Persian, depending on its position in a sub-word, a letter may take different shapes. Although there are only 32 letters in Persian alphabet, the total number of different classes to be recognized sums up to 127 (Table 1.). Most of the letters have dots above, below, or inside them, number of which is variable between one to three. There are letters whose only difference is the number and/or location of their dots. Ignoring the dots reduces the number of classes to 66. If we consider dots, signs (like “۶” and …) and numbers we have 157 different classes.
5- In Persian/Arabic text there is a base line which usually has more black pixels. (Fig 1.).
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In the input stage reading Raw Images is done using Bitmap format.

In preprocessing stage we have divided lines and after that we set apart sub-words. After that we count and eliminate dots. At the end of this stage thinning sub-words is done. The steps are described as follow:

### Figure 2 - A Persian Character Recognition System

In the input stage reading Raw Images is done using Bitmap format.

In *preprocessing* stage we have divided lines and after that we set apart sub-words. After that we count and eliminate dots. At the end of this stage thinning sub-words is done. The steps are described as follow:

<table>
<thead>
<tr>
<th>End</th>
<th>Middle</th>
<th>First</th>
<th>Isolated</th>
</tr>
</thead>
<tbody>
<tr>
<td>ا</td>
<td>ا</td>
<td>ا</td>
<td>ا</td>
</tr>
<tr>
<td>ب</td>
<td>ب</td>
<td>ب</td>
<td>ب</td>
</tr>
<tr>
<td>ل</td>
<td>ل</td>
<td>ل</td>
<td>ل</td>
</tr>
<tr>
<td>م</td>
<td>م</td>
<td>م</td>
<td>م</td>
</tr>
<tr>
<td>ن</td>
<td>ن</td>
<td>ن</td>
<td>ن</td>
</tr>
<tr>
<td>ش</td>
<td>ش</td>
<td>ش</td>
<td>ش</td>
</tr>
</tbody>
</table>

### Table 1 - Persian Characters

<table>
<thead>
<tr>
<th>End</th>
<th>Middle</th>
<th>First</th>
<th>Isolated</th>
</tr>
</thead>
<tbody>
<tr>
<td>ص</td>
<td>ص</td>
<td>ص</td>
<td>ص</td>
</tr>
<tr>
<td>ض</td>
<td>ض</td>
<td>ض</td>
<td>ض</td>
</tr>
<tr>
<td>ط</td>
<td>ط</td>
<td>ط</td>
<td>ط</td>
</tr>
<tr>
<td>ع</td>
<td>ع</td>
<td>ع</td>
<td>ع</td>
</tr>
<tr>
<td>غ</td>
<td>غ</td>
<td>غ</td>
<td>غ</td>
</tr>
<tr>
<td>ف</td>
<td>ف</td>
<td>ف</td>
<td>ف</td>
</tr>
<tr>
<td>ق</td>
<td>ق</td>
<td>ق</td>
<td>ق</td>
</tr>
<tr>
<td>ك</td>
<td>ك</td>
<td>ك</td>
<td>ك</td>
</tr>
<tr>
<td>ل</td>
<td>ل</td>
<td>ل</td>
<td>ل</td>
</tr>
<tr>
<td>م</td>
<td>م</td>
<td>م</td>
<td>م</td>
</tr>
<tr>
<td>ن</td>
<td>ن</td>
<td>ن</td>
<td>ن</td>
</tr>
<tr>
<td>و</td>
<td>و</td>
<td>و</td>
<td>و</td>
</tr>
</tbody>
</table>

### A. Line Segmentation

Between each two lines there is a free space and it is used to segment lines. We use horizontal histogram of documents to separate lines (depicted in Fig. 3) [10].

![Figure 3 - Using horizontal histogram to separate lines](image)

### B. Sub-word Segmentation

There is a free space between each two sub-words as well and we used this feature to segment sub-words. We use vertical histogram of lines to separate sub-words (depicted in Fig. 4).

![Figure 4 - Using vertical histogram to separate sub-words](image)
C. Removing Dots

Dot counting and removing will help us to reduce our classes and it makes recognition stage simpler [5] [6]. We count number of black pixels, if it is less than or more than a constant value, and located in an expected location, it is considered to be a dot and it is removed.

D. Thinning

Thinning is one of the most important steps in preprocessing stage [11]. We have used the sequential thinning method based on morphological hit/miss transformation [10]. This algorithm has two cycles. The first cycle is an iterative parallel process in which, each iteration is consists of four passes. Each pass uses a structuring element to remove border points from a given direction. In other words, points that satisfy the hit/miss transform of the structuring element are removed. The structuring elements for the first cycle used to remove border points from the four minor directions are shown in Figure 5 as first cycle. The second cycle is another iterative process designed to remove border points from the major directions. The four structuring elements used for this purpose are shown in Figure 5 as second cycle.

Let S be the image of the sub-word, and I be its skeleton. If we index the iteration process of the first and second cycles by m and n respectively, the two cycles of the thinning process can be expressed by

$$T = \{S \hat{\odot} D\}_m$$

$$I = \{T \hat{\odot} E\}_n$$

Where \(S \hat{\odot} D\) means the thinning of S by the four structuring elements \(D^n_{m+1}\) for m iterations, \(T \hat{\odot} E\) defined similarly, and the thinning operation is defined based on hit/miss transformation as \(\hat{\odot} V = U - (U \hat{\odot} V)\). After a finite number of iterations, depending on the maximum thickness of S, S converges to the skeleton I. Trying to save in the computation time, the thinning process is interrupted before the image converges to its skeleton. Depending on the thickness of characters, after a few number of alternative iterations of both cycles of the thinning process, the image converts to a form appropriate for extracting features used for recognition (Figure 6).

Final stage is Decision and Classification. Features extracted in the previous stage, along with the knowledge about the number and position of dots provide the required information for identification of the letters in a sub-word. A unique description has been assigned to each letter based on its constituting primitive patterns and their relative positions, plus the number and location of its dots. Each description forms the recognition rule for a letter. Whenever the algorithm is trained for a new font, the rules are modified to cover possible new descriptions of letters.
IV. EXPERIMENTAL RESULTS

The algorithm was tested on Lotus font, which seems to be the most common Persian font. We used this font in two different sizes to recognize the characters. The average recognition rate for the implementation of the method running on a common PC (Pentium III 800 MHz) was 300 characters per second. Using a test set containing 3000 words (15000 characters) an accuracy rate of 99.9% was measured for this algorithm.

V. CONCLUSION AND FUTURE WORKS

A method for recognition of Persian characters in machine printed documents is developed based on the morphological hit/miss transformation. The capabilities of this operator in detecting patterns with specific geometric properties in the image, is used appropriately to accomplish different essential tasks in a pattern recognition process. In this method segmentation of word characters is not required for their classification. The characters are recognized at their positions in the word. This algorithm is trainable for different fonts and it can be extended to include digits too.

Morphological operators are very powerful but they are very sensitive to noise. And to reduce this sensitivity we can use skeleton of image instead of thinned image. In our future work we will use fuzzy morphological operator to make our approach more powerful and reliable.
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