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Abstract—Owing the fact that optimization of business process is a crucial requirement to navigate, survive and even thrive in today’s volatile business environment, this paper presents a framework for selecting a best-fit optimization package for solving complex business problems. Complexity level of the problem and/or using incorrect optimization software can lead to biased solutions of the optimization problem. Accordingly, the proposed framework identifies a number of relevant factors (e.g. decision variables, objective functions, and modeling approach) to be considered during the evaluation and selection process. Application domain, problem specifications, and available accredited optimization approaches are also to be regarded. A recommendation of one or two optimization software is the output of the framework which is believed to provide the best results of the underlying problem. In addition to a set of guidelines and recommendations on how managers can conduct an effective optimization exercise is discussed.
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I. INTRODUCTION

RAPID advances in information technology, global outsourcing, and diversity in products and services have a substantial effect on the acceleration of dynamics in business systems (e.g., manufacturing systems, healthcare systems ...etc). Understanding and improving the performance of such systems is a complex and challenging task which is imputable to high level of uncertainty, conflicting objectives, lack of necessary information, large number of constraints, and immense number of inter-connected components and decision variables. Making decisions that lead to the optimum performance of these systems seems to be impossible. With such level of complexity in the business environment, optimization has a potential to make a significant contribution to resolve these challenges.

The increase of the available optimization software packages has resulted in a selection dilemma to the business managers because of various prices, many features and the diverse compatibility of every commercial package. Thus, business managers face numerous difficulties for selecting an optimization package that best suits their needs and budget. Improper selection of an optimization package may result in wrong strategic decisions with subsequent economic loss to the organization [1]. Evaluation and selection of an optimization package is a complex process in which individual packages are not evaluated in isolation, but in the context of intended use. Technical criteria are insufficient for determining the suitability of the software; other concerns have to be considered such as vendor reputation, end users experience, and a wide range of other criteria [2]. Software packages often provide features and functions that overlap with other existing packages in the organization. Identifying and considering these interactions is another added complexity to the evaluation process. Another difficulty associated with the selection process is the rapid technology advances which affect the viability of software packages. Other non-technical difficulties arise when the involved stakeholders within the company suffer a conflict of interests. Thus, the evaluation and selection process has to deal with this inevitable situation to aid in resolving these cross-purposes. Therefore, selecting an optimization tool that meets the requirements requires a full examination of many conflicting factors. In this paper, a framework is proposed for evaluation and selection of optimization software.

II. SOFTWARE SELECTION METHODOLOGY

Preceding the evaluation process, criteria for the selection of optimization software packages have to be considered. Identifying these criteria is a key for a successful evaluation process. Many researchers have provided a list of criteria for software packages evaluation relating to specific fields such as simulation [3]-[4], customer relationship management (CRM) [5], enterprise resource planning (ERP) [6], and knowledge management (KM) [7]. Unfortunately there is no generic list of criteria that can be used for evaluating any of these software packages [1]. Technology advances, changes in packages features, and various terminologies used by experts are behind the lack of such a standard [8]. Although, functional criteria for software selection may vary from subject to subject and from package to package, criteria related to vendor, cost, and quality of the software may be common and can be used for selection of any software package [9]. But, specific criteria for optimization packages have not been investigated by researchers. A detailed knowledge of the selection criteria and the score of the alternatives on these selection criteria is required for the
evaluation and selection. Moreover, the process of evaluation becomes more challenging with the existence of many alternatives and a longer criteria list. As a result, evaluation and selection of an optimization package is a time-consuming task unless an efficient methodology is used. Basically, a selection methodology points up the issues and factors that should be considered during the evaluation and selection of software packages. The methodology is intended as a guideline that can be adapted according to the requirements of individual organization; it is not intended as a rigid structure that must be followed without any deviation [10]. A generic stage-based methodology is proposed by [1] in their recent review on evaluation and selection of software packages. Seven stages constitute the methodology:

1) Determining the needs and requirements for purchasing the software package.
2) Searching for software packages that might be a potential candidate, including an investigation of software characteristics and capabilities provided by vendor.
3) Screening of candidate packages by excluding packages that do not have the required features or are not compatible with existing hardware and software.
4) Evaluating and ranking the remaining packages.
5) Obtaining a demo version of top software packages and conducting an empirical testing.
6) Negotiating the software vendor about the software price, number of licenses, functional specification, and maintenance responsibilities.
7) Purchasing and implementing the most appropriate software package.

In order to support these activities, a tool or a support system is needed. Table I provides a summary of research work done in developing systems/tools for evaluating and selecting software packages. The table highlights the degree to which each stage of evaluation and selection methodology is associated with each of the related application domains.

### TABLE I

<table>
<thead>
<tr>
<th>Selection Methodology Stages and Associated Application Domain</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Stage (1)</strong></td>
<td>x</td>
</tr>
<tr>
<td><strong>Stage (2)</strong></td>
<td>x</td>
</tr>
<tr>
<td><strong>Stage (3)</strong></td>
<td>x</td>
</tr>
<tr>
<td><strong>Stage (4)</strong></td>
<td>x</td>
</tr>
<tr>
<td><strong>Stage (5)</strong></td>
<td>x</td>
</tr>
<tr>
<td><strong>Stage (6)</strong></td>
<td>x</td>
</tr>
</tbody>
</table>

* Sim = Simulation; CRM = Customer Relationship Management; ERP = Enterprise Resource Planning; KM = Knowledge Management; ESS = Expert Systems Shells; COTS = Commercial Off-The Shelf.

It is evident that none of these frameworks support all the stages of the selection methodology. This is because some of these activities are directly related to the organization or company, such as determining the needs and requirements, negotiating software vendors, and purchasing the software. On the other hand, other activities and stages consume more time and require more technical skills and consulting domain experts [13]. In addition, there is no investigation of frameworks or tools for selecting optimization software package for business applications. Given that, this paper presents a comprehensive framework developed to include a software selection methodology, an evaluation technique, evaluation criteria, and a system to support evaluation and selection of optimization software packages.

### III. SELECTION AND EVALUATION FRAMEWORK FOR OPTIMIZATION PACKAGES

#### A. Framework Overview

Time-consuming activities such as searching for software packages, selecting criteria, data collection, software screening, and software evaluation are the core of the framework (Fig. 1). The availability of large number of software packages and new releases of packages with new or modified features is a major challenge. We overcome this challenge by building a database for optimization software packages which is continuously updated. The database stores information about software packages and their features. The features and characteristics of software have to be carefully chosen to reflect the products capabilities and meanwhile to show other qualitative features such as software reliability and performance. These criteria have been selected and designed in a hierarchical structure considering functional, quality, and vendor characteristics. Some of these criteria are incompatible such as licence cost, vendor reputation, and functionality features. Consequently, Analytical Hierarchical Process (AHP) [14] is used to deal with this multi-criteria decision making situation. Additionally, AHP considers different importance and weights for criteria from the point of view of company stockholders.

#### B. Framework Architecture

The organization forms a management team to identify both business needs and requirements [15]. The task of the team is mainly to determine the needs and reasons for applying optimization software. For example, the need to optimism staff schedules or to have an optimal inventory level. Afterwards, a further description about such needs have to be detailed in terms of decision variables to be optimized, constraints, and desired objectives to be achieved. Furthermore, technical considerations related to the desired optimization software should be considered and specified at this level. Examples of such considerations might include compatibility with other products in use, adaptability, flexibility, reliability, maintainability, impact on system integrity and integration, vendor support, training, documentation, and licenses.
Finally, organizational constraints should be determined and considered in the selection process such as budgetary constraints available for purchasing the tool, the time frame for completing the installation and implementation of the package, and establishing what hardware and software currently exists to make sure that the optimization software is compatible. Accordingly, brainstorming, interviews, and questionnaires are used to carry out these tasks to extract the necessary information.

1. Interface Layer
The interface layer of the proposed framework organizes the final requirements and needs of the organization management team into five main groups:

a. Application Area: Such as capacity planning, demand planning, inventory management, etc.

b. Problem Description: Decision variable, constraints, and objectives.

c. Organizational Constraints: Budget, time, existing hardware and software, and available system models.

d. Technical Requirements: Such as compatibility, adaptability, vendor support, etc.

e. Criteria Weighting: Weighting of desired features by management team.

2. Application Layer
The application layer consists of four main components: a map of optimization techniques, a database of optimization packages, a screening mechanism, and evaluation and ranking approach. As its input, the Optimization Techniques Map (OTM) - described in section IV - uses the application area and problem description to identify the optimization technique that can contribute effectively in solving the optimization problems of the organization. Potential packages are then selected for evaluation from the optimization software database in a screening process which considers the suitable optimization technique and the technical requirements of the organization. The optimization packages database is developed using specific criteria - described in section V - that are usually used to evaluate different optimization software packages in the market place. After the screening process, the potential packages are evaluated using AHP. Because of the hierarchical structure of the proposed evaluation criteria, AHP consolidates information about alternative software packages effectively using multiple criteria. Subsequently, the results of the evaluation are presented in which the package with the highest rank is recommended as the best selection.

IV. OPTIMIZATION TECHNIQUES MAP - OTM
Choosing incorrectly the optimization technique required for the business application can consequently lead to a wrong selection of the optimization software package. Thus, business will face many biased decisions as well as incorrect strategic directions that mostly cause financial losses. The suitability of optimization technique depends on the type of application area, the nature of decision variables and constraints, and the

Fig. 1 The proposed framework for optimization software selection
target objectives from the optimization process. Many classification schemes have been proposed in literature for classifying optimization techniques. For example, decision variables can be used to classify optimization methods into continuous input parameter methods and discrete input parameter methods [16]. Continuous input parameter methods include gradient and non-gradient methods, on the other hand; discrete input parameter methods include statistical methods, ordinal optimization, and meta-heuristics algorithms. The shape of the response surface (i.e., global as compared with local optimization) can be used also to categorize optimization techniques into local optimization techniques (e.g., discrete decision space and continuous decision space) and global optimization techniques (e.g., meta-heuristic, sampling algorithms, and gradient surface method) [17]. Unfortunately, these classifications do not consider the fact that real-world business systems have a critical feature of multiple conflicting objectives. Optimization techniques can also be classified based on the timing of when the preference information of decision maker or system optimizer is gathered: progressive, apriori, posterior or no articulation of preference [18]. One of the main factors that control the way methods are classified is the measurement tool that is used to assess the system performance (e.g., simulation models and/or mathematical models). Simulation models are only considered in the aforementioned classifications which neglect other modeling approaches. System modeling methods and different approaches of uncertainty handling have to be considered to provide a consistent and comprehensive classification of optimization methods [19].

A major challenge that faces researchers and managers is the lack of a clear guideline and comprehensive classification that considers different aspects of the underlying problem. In [20], optimization mechanism, decision variables, and dimension of the solution space have been concurrently considered in selecting optimization technique for supply chain application. This paper extends that study to include the modeling approach: mathematical models and simulation models. Showing in Fig. 2, is the Optimization Techniques Map (OTM). From left to right, the OTM starts with the modeling approach to classify the optimization techniques into mathematical programming and direct search methods. Afterwards, decision variables and solution space are used respectively for further categorization. The OTM can be viewed at the right side as a classification of methods in terms of the optimization mechanism: mathematical programming, gradient-based, meta-model-based, statistical methods, and meta-heuristics.

A. Mathematical Programming

Mathematical programming methods are used for problems that can be modeled using equations to describe system constraint(s) and objective function(s). If a problem can be described using certain sets of equations, then an optimum solution can be computed following a prescribed algorithm or technique.

B. Gradient-based Methods

Differentiation, in the gradient context, is usually used to simplify the objective function in order to find an optimum solution. The Gradient-based approach is subject to have a mathematical expression of the objective function. When such a mathematical expression cannot be obtained, there is a requirement for an estimation technique to start the solution procedure. The estimated gradients direction guides the search process to move from one potential solution to another in an iterative scheme in a process known as stochastic approximation (SA). During the iteration phase, the step size is controlled by the gradient estimator which is embedded in optimization algorithms.

C. Meta-model-based Methods

While gradient-based estimators are used to estimate the derivatives of the objective function, meta-model-based techniques use analytical approach to approximate the objective function itself. The analytical model is developed based on the relationship between the decision variables (i.e., input) and the simulation model output. The meta-model can replace a part of the simulation model with a mathematical function that mimics the input-output behavior of that part, with respect to some measure of interest to the system analyst.

D. Statistical Methods

Gradient-based and meta-model-based optimization techniques are used in case of continuous parameters. In discrete decision parameters, the problem is to select one of the predetermined system configurations (i.e., there is a finite solution space). The task of optimization algorithms is to select one of these configurations that achieve the best performance of the system based on the selected criteria. Because the system performance is not deterministic and so too the output of a stochastic simulation model, further statistical analysis is required to compare alternatives.

E. Meta-heuristics

Statistical methods were successfully used in problems with discrete decision parameters. But, it is computationally infeasible to evaluate every possible alternative or all parameter combinations when the solution space is very large. Meta-heuristic algorithms are used in such instances to efficiently guide the search process towards potential solutions. They ultimately balance between exploration of solution space and exploitation of good solution(s) to overcome the conflict between local optimum solutions and the global ones. This is performed in an iterative process by initially starting with a solution (point-based) or set of solutions (set-based or population based). Then in each iteration the search progresses to a new, possibly better, solution(s) in the neighborhood of the current solution. Each meta-heuristic method has its own mechanism to define the neighborhood structure.
V. EVALUATION CRITERIA FOR OPTIMIZATION SOFTWARE

Selection of optimization software is considered as being a multi-criteria problem. Having most of the optimization software with many features, this study has only identified six sub-criteria for quality features as: adaptability, compatibility, portability, scalability & hardware, reliability, and usability. Besides the optimization capabilities and quality features of the software, vendor reputation and software cost are important elements which should be considered in the selection process. These three main criteria represent the highest level of the hierarchy; optimization capabilities, quality features, and vendor.

A. Optimization Capabilities

Criteria in this group relate to the optimization capabilities supported by the software. They include the number and type of decision variables that the software supports, the number and type of constraints, the optimization approach used by the package, and the multi-objective approach used by the software package to manipulate the multi-objective nature of most complex business systems.

1. Decision Variables

Decision variables can take a discrete set of values such as the number of servers in the system, alternative locations of depots, different scheduling rules or policies, etc. On the other hand, in a continuous space, the feasible region consists of real-valued decision variables such as order quantity and reorder quantity in inventory problems, release time of factory orders. Decision variables can be qualitative (e.g., queuing strategies) or a mix between discrete and continuous values. Optimization methods differ in the way they can handle these situations.

2. Objective Functions

Criteria in this group include the type of approach used to manage the multi-objectives element. Most real-world problems are inherently characterized by multiple and conflicting objectives. Approaches for multi-objective optimization can be classified in two general categories: aggregate-based approach and Pareto-based approach.

a. Aggregate-based Approach: is used to combine objectives into a single objective function by adapting one of the following:

- Weighted sum approach: This approach transforms the multi-objective optimization problem into a scalar one by adding all the objectives together using different coefficients for each objective.
- Goal programming: In this method, each objective is assigned targets (goals) by the decision maker that wishes to achieve. These values are incorporated into the optimization problem as additional constraints. The objective function will then try to minimize the absolute deviations from the targets to the objectives.
- ε-Constraints approach: The ε-Constraints approach is based on optimizing one objective function (selected by the decision maker), considering the other objectives as constraints bound by some allowable level ε.
b. Pareto-based Approach: This approach considers all the objective functions concurrently. It is rare to find a common solution that has an optimum value for all the objective functions. Accordingly, a set of solutions called “Pareto optimal solutions” is produced.

3. Optimization Algorithm Approach
Criteria within this group discuss the optimization approach implemented by the software, as discussed in section IV, optimization approach can be: mathematical programming, gradient-based, meta-mode-based, statistical, and meta-heuristics.

B. Quality Features

The quality model approach suggested by [21] is used to identify the quality features of optimization software packages which are then classified into six groups; adaptability, compatibility, portability, maintainability, reliability, and usability.

1. Adaptability
Adaptability refers to the level of customization in software package. For instance, checking whether the software permits the users to personalize layout, reports, and modules or not. Mostly, this is directly related to coding aspects of the software. Criteria in this group have been classified into customization and coding aspects. A summary of explanations of each sub-criterion is given in Table II.

<table>
<thead>
<tr>
<th>TABLE II CRITERIA RELATED TO SOFTWARE ADAPTABILITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criteria Group</td>
</tr>
<tr>
<td>Customization</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Programming</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Coding Aspects</td>
</tr>
</tbody>
</table>

2. Compatibility
These criteria evaluate whether the package can be integrated with other software packages such as spreadsheet packages, statistical packages, database management systems, simulation packages, ERP systems, and other optimization packages.

3. Portability

This feature allows the optimization tool to run on a wide range of platforms and to support different data exchange standards such as EDI and XML.

4. Scalability and Hardware
Scalability is a desirable feature of optimization software as it indicates its ability to manage an increasing number of workload and users. Communication protocol and number of workstations contribute to a great extend to the scalability feature of the software package (Table III).

<table>
<thead>
<tr>
<th>TABLE III HARDWARE AND SOFTWARE SCALABILITY CRITERIA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Criteria Group</td>
</tr>
<tr>
<td>Hardware</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Scalability</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

5. Reliability
Criteria classified in this group measures the capability of the software package to run consistently without problems, the capability of the software package to support backup and recovery feature, and the security levels (e.g. user identification, auditing, and data encryption).

6. Usability:
Usability can be defined on three prospects:

- User experience level: Ability of the software package to support beginners, intermediate, and advanced users or a combination of user types.
- Data visualization: Capability of the software package to present data effectively.
- Output: Standard and customized report facilities of the software package, output to file printer, plotter etc.

C. Vendor
This group considers criteria related to the evaluation of the credibility of the vendor, and the optimization software package. The cost of the software including the licence price, installation cost and implementation cost, the training cost, and the upgrading cost are very important criteria for evaluation (Table IV).

VI. CONCLUSION
The growing complexity of managing business along with the need for a more efficient performance, greater agility, better product quality and lower cost urged the use of optimization techniques in business applications.
The challenge of selecting appropriate optimization software has risen in importance because of the increased number of optimization software packages on the market. The paper addresses a list of the most important criteria, which reflect the issues that should be considered in evaluating and selecting the optimization software package. The comprehensive manner of classification of the selection criteria provide an easy guide to the user when evaluating and selecting the optimization software package. Considering the company requirements and needs, the framework suggests the best fit software. The friendly user interface of the framework makes it easy to be used by non-expert users in various organizations with different business needs and complexities. The ability of end users to assign weights to the criteria increases the reliability of the framework and helps to cope with changes in the business requirements. Integrating an outstanding structured database with the selection criteria has significantly reduced the cycle time required for the overall selection and evaluation process. Finally, the study shows a potential of web database development that might help to standardize the criteria terminology while facilitating common measures for the selection process.
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