Parallel Discrete Fourier Transform for Fast FIR Filtering Based on Overlapped-save Block Structure

Ying-Wen Bai and Ju-Maw Chen

Abstract—To successfully provide a fast FIR filter with FTT algorithms, overlapped-save algorithms can be used to lower the computational complexity and achieve the desired real-time processing. As the length of the input block increases in order to improve the efficiency, a larger volume of zero padding will greatly increase the computation length of the FFT. In this paper, we use the overlapped block digital filtering to construct a parallel structure. As long as the down-sampling (or up-sampling) factor is an exact multiple lengths of the impulse response of a FIR filter, we can process the input block by using a parallel structure and thus achieve a low-complex fast FIR filter with overlapped-save algorithms. With a long filter length, the performance and the throughput of the digital filtering system will also be greatly enhanced.
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I. INTRODUCTION

A parallel processing system is referred to as block processing which reduces the computational complexity of digital filtering systems [1], [2]. We can also use multirate digital signal processing to achieve the block digital filter [3] shown in Fig. 1, where \( L \) represents the input block size, \( N \) represents the output block size, and \( M \) is the down-sampling (up-sampling) factor. This system is shift-variant because of the down-samplers and up-samplers. If \( L = M = N \) and the overall system is shift-invariant, then the system becomes non-overlapped block processing and \( P(z) \) becomes pseudocirculant matrix [4]. If \( L \geq M \) and \( N \geq M \), then the system becomes overlapped block processing [5], [6]. If \( L = M \), the input blocks are not overlapped, but if \( L > M \), the input blocks are overlapped. When \( N = M \), the output blocks are not overlapped, but if \( N > M \), the output blocks are overlapped.

The use of efficient FFT algorithms to implement FIR filtering has been known for quite some time. The conventional overlap-add and the overlap-save algorithms, when implemented using FFT methods, greatly reduce the computational complexity of FIR filtering [7]. We can make great use of the overlapped block digital filtering to achieve a DFT based fast FIR filter structure [5], [6].

II. OVERLAPPED BLOCK FILTER STRUCTURE

Lin and Mitra have developed a parallel structure [5], [6] with an overlapped block digital filtering to achieve a FIR filter. The term, overlapped block digital filtering refers to give the up/down-sampling factor \( M \). There are many different choices of the input block length \( L \), the output block length \( N \) and the block transfer matrix \( P(z) \) but all lead to the same pseudocirculant matrix \( Q(z) \) [4] and the same transfer function \( H(z) \) as in (1). The correlation is shown in (2). What satisfies the correlation-block transfer matrix \( P(z) \) is referred to as an extended pseudocirculant matrix. With respect to \( R(z) \) and
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S(z), these two matrices have the overlapped length of the output block and input block.

\[ H(z) = H_0(z^M) + z^{-1}H_1(z^M) + \cdots + z^{-(M-1)}H_{M-1}(z^M) \]  

(1)

\[ Q(z) = R(z)P(z)S(z) \]  

(2)

One of the Q(z) is a \( M \times M \) matrix

\[
\begin{bmatrix}
    H_0(z) & H_1(z) & \cdots & H_{M-1}(z) \\
    z^{-1}H_1(z) & H_0(z) & \cdots & H_{M-2}(z) \\
    z^{-2}H_2(z) & z^{-1}H_1(z) & \cdots & H_{M-3}(z) \\
    \vdots & \vdots & \vdots & \vdots \\
    z^{-M}H_M(z) & z^{-1}H_{M-1}(z) & \cdots & H_{2}(z)
\end{bmatrix}
\]

R(z) is a \( M \times N \) matrix of the following form

\[
\begin{bmatrix}
    \ldots & 0 & 0 & 0 & 1 & \cdots & 0 & 0 & 0 \\
    \ldots & z^{-1} & 0 & 0 & 0 & \cdots & 0 & 0 & 1 \\
    \ldots & 0 & z^{-1} & 0 & 0 & \cdots & 0 & 1 & 0 \\
    \ldots & 0 & 0 & z^{-1} & 0 & \cdots & 0 & 0 & 0 \\
    \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
    \end{bmatrix}
\]

and S(z) is a \( L \times M \) matrix of the form

\[
\begin{bmatrix}
    1 & 0 & 0 & \cdots & 0 \\
    0 & 1 & 0 & \cdots & 0 \\
    \vdots & \vdots & \vdots & \vdots & \vdots \\
    0 & 0 & 0 & \cdots & 1 \\
    z^{-1} & 0 & 0 & \cdots & 0 \\
    z^{-1} & 0 & \cdots & 0 & 0 \\
    \vdots & \vdots & \vdots & \vdots & \vdots \\
\end{bmatrix}
\]

When we choose an input block size of \( L = 2M - 1 \), and an output block size of \( N = M \), we will achieve the block transfer function matrix \( P_2(z) \).

\[
P_2(z) = \begin{bmatrix}
    H_0 & H_1 & \cdots & H_{M-1} & 0 & \cdots & 0 \\
    0 & H_0 & \cdots & H_{M-2} & H_{M-1} & \cdots & 0 \\
    \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
    0 & 0 & \cdots & H_{M-1} & H_0 & \cdots & H_{M-2} \\
\end{bmatrix}
\]  

(6)

\( P_2(z) \) is referred to as a Type S extended pseudocirculant matrix. In the structure of \( P_2(z) \), the input blocks are overlapped, while the output blocks are not overlapped. This structure also has the same nature as overlap-save algorithms for linear convolution.

III. PARALLEL DFT BASED FAST FIR FILTER STRUCTURE

With respect to the method shown in (6), if we further advocate the block transfer matrix \( P_2(z) \), let us then consider the transfer function.

\[
H(z) = H_0(z^M) + z^{-1}H_1(z^M) + \cdots + z^{-(K-1)}H_{K-1}(z^M) + z^K H_K(z^M) + z^{-K}H_{K+1}(z^M) + \cdots + z^{-(M-1)}H_{M-1}(z^M)
\]

which \( K \leq M \), and \( H_K(z^M), \cdots, H_{M-2}(z^M), H_{M-1}(z^M) \) are both equal to zero. Thus we can now decompose the block transfer matrix \( P_2(z) \) into \( P_2(z) \) and \( T(z) \). These two matrix multiples are:

\[
P_2(z) = P_2(z)T(z)
\]  

in which the

\[
P_2(z) = \begin{bmatrix}
    H_0 & H_1 & \cdots & H_{K-1} & 0 & \cdots & 0 \\
    0 & H_0 & \cdots & H_{K-2} & H_{K-1} & \cdots & 0 \\
    \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
    0 & 0 & \cdots & H_{K-1} & H_0 & \cdots & H_{K-2} \\
\end{bmatrix}
\]  

(8)

\[
P_2(z) \text{ is a matrix by } M \times (K + M - 1).
\]

\[
T(z) = \begin{bmatrix}
    1 & 0 \\
    \vdots & \vdots \\
    1 & 0
\end{bmatrix}
\]

(9)

\( I_{K+M-1} \) is a \( (K + M - 1) \times (K + M - 1) \) identity matrix, \( \theta_{K+M-1} \) is a null matrix of the order \( (K + M - 1) \times (M - K) \).

According to the associative law of matrix multiplication:

\[
Q(z) = (P_2(z)T(z)S(z))
\]  

(10)

\[
Q(z) = P_2(z)(T(z)S(z))
\]  

(11)

by multiplying \( T(z) \) by \( S(z) \), the results will be \( S'(z) \), which indicates that the input block size has been transformed from \( 2M - 1 \) to \( K + M - 1 \).

\[
S'(z) = T(z)S(z)
\]  

(12)

\( S(z) \) is a matrix of \( (K + M - 1) \times M \).

\[
Q(z) = P_2(z)S'(z)
\]  

(13)

The correlation between \( P_2(z) \) and \( (K + M - 1) \times (K + M - 1) \)

circulant matrix \( \mathbf{C}_M \) is as shown in (14) and (15).

\[
\mathbf{C}_M = \begin{bmatrix}
    H_0 & H_1 & \cdots & H_{K-1} & 0 & \cdots & 0 \\
    0 & H_0 & \cdots & H_{K-2} & H_{K-1} & \cdots & 0 \\
    \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
    0 & 0 & \cdots & H_{K-1} & H_0 & \cdots & H_{K-2} \\
    H_{K-1} & 0 & \cdots & 0 & 0 & \cdots & H_1 \\
    H_{K-2} & H_{K-1} & \cdots & 0 & 0 & \cdots & H_2 \\
    H_{K-3} & H_{K-2} & \cdots & 0 & 0 & \cdots & H_3 \\
    H_1 & H_2 & \cdots & 0 & 0 & \cdots & H_0 \\
\end{bmatrix}
\]  

(14)

\[
P_2(z) = I_M \theta_{M,K-1} \mathbf{C}_M
\]  

(15)

where \( I_M \) is a \( M \times M \) identity matrix, and \( \theta_{M,K-1} \) is a null matrix of order \( M \times (K - 1) \). The matrix \( \mathbf{C}_M \) is a circulant matrix and therefore can be diagonalized by the DFT matrix. That is

\[
\mathbf{C}_M = \hat{\mathbf{A}} \mathbf{B} \hat{\mathbf{A}}^{-1}
\]  

(16)

where \( \hat{\mathbf{A}} \) is a \( (K + M - 1) \)-point IDFT matrix, \( \hat{\mathbf{B}} \) is a \( (K + M - 1) \)-point DFT matrix and

\[
\begin{bmatrix}
    G_0 & 0 & 0 & \cdots & 0 \\
    0 & G_1 & 0 & \cdots & 0 \\
    \vdots & \vdots & \vdots & \vdots & \vdots \\
    0 & 0 & \cdots & G_{K+M-2} \\
\end{bmatrix}
\]  

(17)
Let us take $M = 3$, $K = 3$, or $H(z) = H_0(z^3) + z^{-1}H_1(z^3) + z^{-2}H_2(z^3)$ as an example. By using the method from (15) and (16), we get Fig. 2, which is the original structure that Lin and Mitra have suggested [5], and is a special case when $K = M$.

Fig. 2 Lin and Mitra have suggested the original structure: a DFT based algorithm using the Type S overlapped block structure [5].

When the up/down-sampling factor is $M$, the length $K$ of the transfer function $H(z)$ and the input block length $L = K + M - 1$, we have to calculate the DFT length of $K + M - 1$. Thus, if the length of the input block increases, in order to increase the throughput, the larger volume of zero padding will greatly increase the computation length of the DFT. To solve this problem, if we consider $P = 1, 2, 3, \ldots$, then the block transfer matrix $P_2(z)$ is derived by using the method from (8) shown below in parallel.

$$P_2(z) = VU$$

in which

$$U = \begin{bmatrix}
X & Y & Z & O_1 & O_2 & O_3 & \cdots & O_1 & O_2 & O_1 \\
O_1 & O_2 & O_3 & X & Y & Z & O_1 & O_2 & O_1 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
O_1 & O_2 & O_3 & O_1 & O_2 & O_1 & X & Y & Z \\
\end{bmatrix}$$

$U$ is a block matrix by $P \times (2P + 1)$

in which

$$[X \ Y \ Z] = I_{2K-1}$$

$I_{2K-1}$ is a $(2K-1) \times (2K-1)$ identity matrix

$O_1$ is a null matrix of order $(2K-1) \times (K-1)$, $O_2$ is a null matrix of order $(2K-1) \times 1$

$$V = \begin{bmatrix}
P_k(z) & O_3 & O_3 & \cdots & O_3 \\
O_3 & P_k(z) & O_3 & \cdots & O_3 \\
O_3 & O_3 & P_k(z) & \cdots & O_3 \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
O_3 & O_3 & O_3 & \cdots & P_k(z) \\
\end{bmatrix}$$

$V$ is a block matrix by $P \times P$. $O_3$ is a null matrix of the order $K \times (2K-1)$.

Also, when $i = j = 1, 2, \ldots, P$
By using this method, we will construct a very high order parallel structure according to (24) as long as the computation DFT have a length of $2K - 1$ at the most. Due to the DFT fast algorithm, or FFT, we can use FFT to reduce the overall computational complexity by a wide margin. Therefore, as the block size of $2K - 1$ equals an integer power of 2, we can realize DFT efficiently by using radix-2 FFT algorithm.

IV. EXPERIMENTAL PERFORMANCE AND SIMULATION RESULTS

The results are derived by using the method shown in (24), with the formula programmed by Matlab to simulate the process in both the non-parallel and the parallel structure, with providing input 50400 data, to count the computation time through a different impulse response length. Fig. 4 shows the simulation results, in which K represents the filter length and M the down-sampling (or up-sampling) factor, we will discover that if the filter length is not too long and within a certain length, the total time required to finish the computation is otherwise longer. This is all due to the fact that the DFT computation time is not too big and the increase is only a limited one when the filter length is increased. Thus the total number of input blocks determines the computation time since the computation time increases with the number of input blocks. As regards the same total number of the input data, the total number of input blocks becomes smaller when the input block length gets longer. The influence is smaller when the curve has passed the lowest point. If the DFT length is used to reach the overall computation time, the master computation time will become larger due to the fact that the difference of the DFT computation time becomes larger when the filter length and the input block length is longer. It’s not hard to see that the 2-parallel structure and 3-parallel structure computation time not only is shorter than the non-parallel structure but also is free of affection by the total number of input blocks and the input block length.

If we further divide the computation time of the original structure by the computation time of some other structure, we obtain the average gain factor. As shown in Fig. 5, we see that the total number of input blocks affects the gain factor if the filter length is not long enough. The greater the filter length is, the closer the gain factor is to the degree of the parallel structure. The gain factor of the non-parallel structure will also become smaller than one.

V. CONCLUSION

We have proposed the ratiocination and the simulation between the conventional structure and the parallel structure with a parallel DFT based on a fast FIR filter structure. If we compare the performance of these two structures, we find that the 2-parallel and 3-parallel structure computation performance is almost two and three times than that of the original structure when the filter length lengthens. The FIR filter has more factors that might influence the computation performance. In addition to the structure design, the VLSI design of the digital adder and digital multipliers as well as the wave filtering computation all have a great impact on the performance. When all the other
factors are fixed, an appropriate structure can greatly improve the performance. Our parallel processing method results in two major advantages. One is avoiding a longer DFT computation time while the input blocks length is increased. The other advantage is, as the system impulse response length is increased, the major part of the computation time is still long enough to decrease the efficiency even if an FFT algorithm is used to provide the DFT. On the other hand, the parallel structure processing as presented will solve this problem.
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