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Abstract—Although lots of research work has been done for human pose recognition, the view-point of cameras is still critical problem of overall recognition system. In this paper, view-point insensitive human pose recognition is proposed. The aims of the proposed system are view-point insensitivity and real-time processing. Recognition system consists of feature extraction module, neural network and real-time feed forward calculation. First, histogram-based method is used to extract feature from silhouette image and it is suitable for represent the shape of human pose. To reduce the dimension of feature vector, Principle Component Analysis (PCA) is used. Second, real-time processing is implemented by using Compute Unified Device Architecture (CUDA) and this architecture improves the speed of feed-forward calculation of neural network. We demonstrate the effectiveness of our approach with experiments on real environment.
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I. INTRODUCTION

POSTURE recognition has received a significant amount of attention given its importance for human-computer interfaces, teleconferencing, surveillance, safety control, animation, and several other applications [12].

Image-based human pose analysis has been a hot trend in computer vision research domain, but still remain difficult problems. First of problems, to reduce the processing time we use both logical and technical methods. Logically, Principle Component Analysis (PCA) is used to reduce the dimension of feature vector. And technically, Compute Unified Device Architecture (CUDA) is used to calculate feed forward process of neural network in real-time.

It is important to obtain view-independence for vision-based pose recognition in many movement-based human computer interaction (MB-HCI) applications. On one hand, view-invariant pose recognition would be straightforward when body kinematics such as joint angles can be reliably recovered from the input images [13].

This paper presents real-time pose recognition system by using histogram-based feature, neural network, PCA and CUDA.

There are three approaches to recognize human pose by 2D information such as data driven, neural network, real-time processing.

A. Data Driven

For view-point insensitivity, recognition system should have many features from various view-points. Because of the system use neural network, it is needed to get enough training data. Actually there exists infinite camera position, and it is impossible to get images from every positions. This is the reason of the system use only 5 cameras. The database consists of features which are extracted from these cameras.

B. Neural Network

To have view-point insensitivity, neural network is used. Recognition at various view-points is difficult because there are lots of possibilities. Because of 2D image has only shape information, it is quiet difficult to recognize the pose at each position. By using feature database neural network can recognize human pose at various view-point.

C. Real-time Processing

Real-time processing is possible through CUDA and PCA. CUDA is GPGPU SDK from NVIDIA and this architecture is good for calculation of a lot of data at once. Because of our recognition system using 5 cameras as input, parallel processing is needed to calculate many features at once. Feed forward calculation is implemented by CUDA and this module is helpful to achieve real-time processing.

PCA is used to overcome curse of dimensionality. After extract feature vector by using histogram based method, dimension of vector is too high to use and PCA is suitable way to reduce the dimension.

The paper organized as follows. Recognition system overview is introduced in section 2. At first, feature vector extraction is provided with histogram-based feature. After this, neural network training is introduced. In the end, experimental results are presented.

II. HUMAN POSE RECOGNITION SYSTEM OVERVIEW

The system architecture of proposed system consists of four parts which are feature database generation, histogram-based feature extraction, PCA and neural network. The overview of recognition system is illustrated in Fig. 1.
To construct feature database, human pose images are captured by 5 cameras. These cameras are placed at around of human and used to take a photo when human takes a pose. It is converted from photo to silhouette image manually. Histogram-based feature is extracted and used as input of PCA. After reducing dimension of vector, neural network is trained. This is training task of recognition system, and input process is almost same. To use real-time camera input, system uses background subtraction, binarization and de-noising. After these processes silhouette images are used as input of pose recognition process.

III. FEATURE VECTOR EXTRACTION

In this paper, it is proposed that human pose recognition by histogram-based feature which is extracted from 2D silhouette image.

A. 2D Silhouelte Image Generation

Database is constructed by using 12 poses and 9 persons. 5 cameras are used to take a photo and total picture is 540.

B. Histogram-based feature from silhouette image

In our approach, a feature with a position invariant property is desired. Position and rotation invariant feature for 3D object matching is proposed [14]. This feature is easily extracted from silhouette image. We use their approach and named the extracting histogram-based feature, Cylindrical Histogram Feature. Extracting procedures are listed below and an outline illustration is presented in Fig. 3.

1) Silhouette image is generated from 2D picture, and a central axis is set to the center of gravity.
2) Based on the central axis, 2D space is divided into \( r_r \), radius divisions, and \( \theta_\theta \) angle divisions. The total resolution \( r_r \theta_\theta \) will be \( r_r \theta_\theta \), and a corresponding 1D array of the same size is prepared. When the index values of radius and angle divisions are respectively defined as \( i_r \), \( i_\theta \), index I of the array is calculated from (1).

\[
I = i_r r_0 + i_\theta \tag{1}
\]

3) When a pixel \( v \) is included in the region of bin \( b_i \), the distance from the central axis \( d_{\theta_\theta} \) is added to the corresponding array element. After this operation is applied to every pixel in the effective range, each array element is normalized by dividing it with a \( d_{\theta_\theta} \) total. The result array is defined as a feature vector \( q(t) \)(see Eq. (2)).

This weighting operation, has an effect to weaken the influence of pixels near the central axis, eventually increasing robustness. As a result of normalization, the final inference result will not depend on the resolution of pixel space or the subject’s position. Our method can manipulate number of divisions. These properties offer high reusability of the training model.

\[
q(t) = \frac{\sum_{\theta_\theta} v(t)}{\sum_{\theta_\theta} v(t)} \tag{2}
\]
IV. NEURAL NETWORK TRAINING

Neural network algorithm was introduced for recognition [3], [4]. In the case of using neural network, manipulate number of nodes of input and output layer is needed. Because of the system using PCA to reduce dimension of feature vector, total input nodes are up to total selected eigen values. And nodes of output layer is 12, because of the feature database has 12 poses. One hidden layer is used and we consider various nodes in hidden layer to test recognition rate.

Due to the system need to do several processes, it is hard to get recognition result in real-time. Therefore processes are divided into two parts which are CPU managed and GPU manage. Image capture and feature extract module are CPU managed. Because of feed forward process needs high cost of CPU time, it can be expressed by matrix product easily and this property is suitable for GPU implementation. There are 5 cameras and system needs to process in real-time. Each camera capture 30 frames per second and total frame is 150.

A. Feed forward calculation using CUDA

Normally, matrix production needs lots of calculation and it spends lots of CPU time. This is the reason of using GPU and this architecture takes part of overall process to help CPU processing. Because of the system using one hidden layer it needs only two times of matrix product. First of all feature vector is inserted by input of process and multiplied by weight matrix between input and hidden layer. Result is calculated by multiplication of second weight matrix. Sigmoid function also implemented by CUDA.

V. EXPERIMENTAL RESULT

We performed experiments on image-based human pose recognition. Experiments were performed on 3 occasions, 1) without PCA and CUDA : high dimensional vectors are used without parallel processing 2) using PCA : use dimensional reduction algorithm. 3) using CUDA : use GPU processing. And we manipulate the total nodes of hidden layer to find the best recognition rate. The main idea of these experiments is to confirm the effectiveness of PCA and CUDA. The advantage of PCA, which is mainly speed, was expected to be confirmed between experiments 1) and 2). Advantage of CUDA was expected to be confirmed between 2) and 3). PCA is helpful to speed up of overall process and CUDA is good to implement real-time processing.

A. Recognition Pose

12 poses are used to train neural network and recognize. 5 cameras are used to capture the images with 9 persons. Total image is 540, 2/3 is used as train data of neural network. 1/3 is used as test data to get recognition rate. 5 cameras are settled on the front of human. And the angle interval of each camera is 24°.

B. Histogram-based Feature

Resolution of histogram-based feature depends on how many angle and distance divider are used. Although 4 angle divider separate image into 8 spaces, it is not suitable spaces to extract feature from human shape. Also less angle divider could not divide silhouette image effectively. Therefore 5 or more angle divider is used in our experiments.

C. PCA and CUDA

Although low number of bin has dimensional advantage, it causes lower recognition rate. On the other hand, higher number of bin cause higher recognition rate, but it carries curse of dimensionality. To achieve both higher recognition rate and dimensional advantage, PCA is used. Dimension of feature vector which is extracted by using 3 distance level and 4 angle divider is 24. Because of using PCA, it can be reduced enormously and result vector has almost same property of original vector. In proposed system, PCA is helpful to speed up the recognition process.

<table>
<thead>
<tr>
<th>Type</th>
<th>Distance Level</th>
<th>Angle Divider</th>
<th>Dimension of Input vector</th>
<th>Recognition Rate</th>
<th>Time(ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>CPU</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>24</td>
<td>86.1%</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>5</td>
<td>30</td>
<td>95.0%</td>
<td>5.2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>6</td>
<td>36</td>
<td>94.0%</td>
<td>5.4</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>32</td>
<td>87.0%</td>
<td>5.3</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>5</td>
<td>40</td>
<td>93.0%</td>
<td>5.7</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>6</td>
<td>48</td>
<td>90.0%</td>
<td>5.9</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>4</td>
<td>40</td>
<td>86.5%</td>
<td>5.9</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>5</td>
<td>50</td>
<td>94.4%</td>
<td>5.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Type</th>
<th>Distance Level</th>
<th>Angle Divider</th>
<th>Dimension of Input vector</th>
<th>Recognition Rate</th>
<th>Time(ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>CPU</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>85.0%</td>
<td>1.8</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>5</td>
<td>8</td>
<td>92.2%</td>
<td>1.8</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>6</td>
<td>9</td>
<td>98.9%</td>
<td>1.9</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>8</td>
<td>85.7%</td>
<td>1.9</td>
</tr>
<tr>
<td>5</td>
<td>4</td>
<td>5</td>
<td>10</td>
<td>96.1%</td>
<td>1.9</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>6</td>
<td>10</td>
<td>91.1%</td>
<td>1.8</td>
</tr>
<tr>
<td>7</td>
<td>5</td>
<td>4</td>
<td>8</td>
<td>84.6</td>
<td>1.8</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>5</td>
<td>9</td>
<td>93.3%</td>
<td>1.8</td>
</tr>
</tbody>
</table>

CUDA, GPU SDK of NVIDIA, is powerful to process feed forward calculation. To get result, only two times of matrix product and one times of sigmoid processing are needed.

Table I shows the result of recognition system without PCA. And Table II shows the result of recognition system using PCA. The results show view-point insensitivity and possibility of real-time processing. Without PCA maximum recognition rate is 95.0% and 98.9% is result of using PCA. This result shows the system can recognize human poses without fixed view-point. Experimental type 1 and 4 shows low recognition rate because it uses only 4 angle divider. Only 4 angle divider is
not effective for recognition. Other experimental type which uses 5 or more angle divider shows higher recognition rate than type 1 and 4. Comparison between results of 1) and 2) indicate the effectiveness of PCA. It upgrades not only the recognition rate but also processing time. Case of using CUDA, processing time of feed forward calculation is only 1/5 of CPU. Processing time of CPU is increasing in proportion to dimension of input vector. On the other hand, processing time of CUDA is increasing slowly because parallel processing is used.

VI. CONCLUSION

The main contribution of our system is view-point insensitivity and speed that ensures real-time processing. Neural network trained by features extracted from 5 cameras can recognize human poses which captured from various view point. And histogram-based feature extraction which uses circular bins shows robustness towards silhouette human poses. But dimension of result vector is too high to process. PCA, dimensional reduction algorithm, is proper way to reduce the dimension and there exist a little informational loss. Result of PCA affects the whole process to speed up. Additional to this CUDA shows possibilities of parallel processing of neural network and it completes complex calculation in real-time. Future tasks are improvements in precision, representation of silhouette human pose, and robustness towards lots of poses.
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