Abstract—In this paper we present a novel technique for data hiding in binary document images. We use the concept of entropy in order to identify document specific least distortive areas throughout the binary document image. The document image is treated as any other image and the proposed method utilizes the standard document characteristics for the embedding process. Proposed method minimizes perceptual distortion due to embedding and allows watermark extraction without the requirement of any side information at the decoder end.
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I. INTRODUCTION

DOCUMENT watermarking has been used extensively for copyright protection applications. Watermarks in both visible and invisible forms provide protection to document images by facilitating document usage tracking. Several approaches were proposed for inserting watermarks in document images and these approaches in general address the issue of robustness and aim to enhance the embedding capacity. Din Huang et al in [5] modified the interword spaces appearing throughout the document to represent a sine wave that is used to carry encoding information. Another method suggested by Young-Won et al in [4] groups adjacent words into segments and further groups segments into classes. Statistical distributions are then computed for the segments belonging to the same class and these distributions are in turn modified for the purpose of encoding information.

Huijuan Yang et al in [2] proposed a method wherein consecutive characters along a line are grouped into components of three characters each. The embedding location is identified with the help of a component window which is an overlapping window that includes one character from each neighboring component so that two components share a character that will not be used for shifting purposes. If shifting the center character in each component does not change the number of characters as well as the number of components, then that component is used for embedding. The Embedding process further includes shifting the characters to the left or right based on embedding rules applied to each of the embeddable components to indicate either a ‘0’ bit or a ‘1’ bit respectively. These and other methods [6], [7] are mainly an extension of the Line-Shift, Word-Shift methods. The method suggested later by Huijuan Yang et al in [3] was however a deviation from the traditional techniques that used the space characteristics in a document. In this method, the entire image is divided into blocks of equal size and the flippability of each block is determined based on certain denoising patterns. The flippability checking is done on a 3x3 neighborhood centered on every pixel within the block excluding the boundary ones. This way the flipped pixels in every block contribute to the overall embedding capacity of the technique. In this paper we propose a novel method for watermarking binary document images which aims to reduce the distortion introduced by the insertion of watermark. We use entropy based technique [8] for detecting the suitable areas in the document image where data can be embedded with minimum distortion. We used Distance Reciprocal Distortion Ratio [1], as a measure for the distortion in binary documents. The proposed method falls under blind watermarking category and the original watermark is not required for detection of the watermark.

II. ENTROPY BASED DATA HIDING

Any document in general comprise of characters, words of varying font sizes along with some additional Fig.s. It can also be observed that a document has a well organized structure consisting of title, headings and sub headings and the body. Normally the titles and headings are of larger size than the body and constitute a minority of the document surface. The text body which constitutes the majority of the document surface is normally of a smaller font size. Any distortion occurring in more prominent regions of the document like the Titles or Sub-titles are more visible than distortion that may occur by data hiding in smaller font regions of the document.

Proposed watermarking method focuses on identifying the groups of characters and other regions in the image where the data can be hidden with minimum perceptible distortion to the document image. This is done as follows:

1. Identify the most frequently occurring smallest font in the document and select the regions, this corresponds to the text body and images if any as part of the body text.
2. Within these selected regions further identify specific regions at word level where the embedding causes minimum perceptual distortion.

For both the above steps we use entropy variations for detecting the start and end of a character and also the suitable
locations in the word for embedding the data. Entropy of an area in a binary image is given by the following:

$$H_k(a) = \sum pdf_k(i) \log(1/ pdf_k(i))$$  \hspace{1cm} (1)

where $H_k(a)$ is the Entropy of the $k$th block under consideration and $a$ is the area covered in that image block which can consist of pixels of maximum two intensity values $i=0$ for black pixels and $i=1$ for white pixels. The pdf refers to the probability density function of the white or black pixels in the $k$th block. We begin by considering an $mxm$ square block from the top left corner of the image and compute the entropy for the square region covered. The sides of the square block are increased by a fixed size until we detect an entropy change in the most recently covered area. To better understand the idea of using entropy in the proposed method, consider the entropy change that occurs across a word that occurs in a line of a document image as shown in Fig. 1. The graph shows the entropy variations corresponding to the variations in pixel intensities that occur across a word. For example, in the region covering a start of a character there is generally high entropy noticed while in the region covering the inter-character space comprising more of white pixels i.e where the occurrence of white pixels can be predicted, the entropy is observed to be low.

![Fig. 1: Entropy variations across a word. (a)The image of a word in a document. (b) The corresponding entropy variations over the area covered by each character.](image)

In the word considered in Fig. 1, we now consider only the first character ‘I’. Observe how the entropy clearly varies across a character from Fig. 2 (a) through 2 (h) indicating the most likely start and end portions of a character and hence helping in identifying the probable font size for that character. We use these entropy variations to detect various character sizes within a given binary document image. Fig.-3 illustrates the algorithmic steps for this procedure. Entropy based detection method will not only detect comparatively bigger font sized characters throughout the document but will also identify broader and longer regions even among the smaller fonts. For example longer characters like ‘I’ or ‘h’ or broader characters like ‘m’ or ‘w’ can be identified from comparatively smaller characters like ‘i’ or ‘o’.

![Fig. 2: (a)-(d) show regions covering parts of the character. Fig. (e)-(h) show the respective entropy variations over that area.](image)

1. Consider a square block of size $mxm$ starting from the top-left corner of the image.
2. Compute the entropy $E_i$ of this square region.
3. Performing a raster scan on the image block-wise from left to right, consider the next adjacent square block of same size $mxm$ and compute the new entropy of this region $E_{i+1}$
4. Continue to calculate entropy of adjacent $mxm$ blocks until $E_{i+1} > E_i$.
5. When $E_{i+1} > E_i$
   a. Increase the area of the region by moving one pixel down to get a new region $m \times Xm$ where $m_x = m + \Delta$ (x-direction)
   b. Compute the entropy $E_{x|i}$ of this region.
   c. Further increase the area covered in the vertical direction and compute new entropy $E_{x|i+1}$
   d. If $E_{x|i+1} < E_{x|i}$ then
      i. Increase the area of the region by moving one pixel towards the right to get a new region $m \times Ym$ where $m_y = m + \Delta$ (y-direction)
      ii. Continue to increase $m_y$ by $\Delta$ in a similar manner until $E_{x|i+1} < E_{y|i}$.
      iii. The bounds of the region covered by the above process gives the size of the character.

![Fig. 3: Algorithm for detecting character sizes](image)

The interesting feature of this type of size detection is that it is done treating the document as an image, treating every character and its glyphs as simply different figures occurring in an image contrary to the previously known methods which treat the document image Line-wise or modifying some inter-
character space characteristics. Proposed method can be applied to images of documents that not necessarily have uniformly formatted and aligned text data.

Based on the detection results we further derive the statistics of the different font sizes that occur throughout the document. For increased data hiding capacity we further choose the most frequently occurring font size over the entire document.

A. Watermark Embedding

In the embedding process we treat the entire document block-wise from the top-left corner to the bottom right end of the image. We simply do a raster scanning on the image block-wise from left to right. We use controlled dilation on every selected block for embedding the data. Standard dilation techniques use a certain Structuring Element that will dilate the entire image. In our method we use it on individual blocks. The overall affect is that performing it on the entire image is more visible than doing selectively on individual blocks of the image. This can be understood by the figures provided below.

Consider the binary image of a character ‘A’ as in Fig. 3(a). Individual blocks of this image appear as in Fig. 4(a) and the result of dilating each block individually, using the usual dilation method, is as seen in Fig. 4(b). From the figures below it can be observed that the effect of dilating the entire image of the character is much more visible than the overall effect of dilating individual blocks of the same image. Dilating the entire image has lesser control than dilating blocks of the image as is evident from the Fig. below.

![Fig. 4: (a) Original Image. (b) Dilated Image.](image)

![Fig. 5: (a) Blocks obtained by dividing the above original image into blocks. (b) Result of dilating each block individually.](image)

Thus, instead of performing dilation on the entire image or segments of the document image which will still be larger than the image area covered by a small block we perform dilation on each selected block on the basis of block-specific characteristics. This type of controlled dilation in turn reduces the overall distortion caused to the entire document. Again, we used Distance Reciprocal Distortion measure to compute the distortion. Algorithm for the embedding process is illustrated in Fig. 6.

**Step 1:** Start by considering an \(M \times M\) block from the top-left corner of the document image. The block size is chosen based on the result of the pre-processing step and by choosing a size equivalent to the most commonly occurring small font size.

**Step 2:** Compute the entropy of this region.

**Step 3:** Consider the next \(M \times M\) block & compute its entropy.

**Step 4:** Continue this process until entropy change is detected.

**Step 5:** Once an entropy change is detected increase the block size vertically till there is drop in entropy. This indicates the white pixels (inter-line spacing) occurring below a character.

**Step 6:** Once entropy drops vertically, increase the block size horizontally until entropy drops again. This indicates the white pixels to the right of the character or the inter-character or inter-word spacing.

**Step 7:** If in the process the size of the block becomes too large compared to the minimum size \(m\) of the block, then it indicates that the block lies in the region of larger font characters hence the block can be discarded.

**Step 8:** Move to the next \(M \times M\) block from the previous \(M \times M\) block.

**Step 9:** Select only those blocks that do not extend to sizes much larger than the minimum size of the block.

![Fig. 6: Algorithm for detecting character sizes](image)

This way only those blocks that lie in the region of small font characters will be chosen for embedding purposes. Selection of blocks is then followed data hiding process where each selected block is encoded to represent the embedded information.

B. Encoding

Encoding the block requires only a few computations on the pixels present within that block. We modify the selected block in such a way that the modified block does not look perceptually different from the original block. In the experiments we conducted we used block parity for encoding purposes. We considered a small text data as the watermark data and embedded it into the document image in the form of stream of bits obtained from the binary representation of the ASCII values of each of the characters present in the text data. As mentioned earlier in order to achieve the required parity for a block under consideration, we perform controlled dilation of the block, pixel-by-pixel. The amount of dilation depends upon the number of pixels of both intensities that are already present, and the amount that is required to be present in the block, for the block to be able to give precise information at the decoding end.

C. Decoding

The decoding process is similar to the data encoding process. The proposed method needs no side information in order to locate the blocks into which data has been embedded.
Embedded blocks are identified by processing the received document image at the decoding end to identify the document specific most commonly occurring small font sizes and then selecting the blocks which lie in the region of this relatively small font and hence identifying blocks among them into which data has been embedded. The extraction procedure involves checking the blocks that are chosen as embeddable at the encoding end and computing the block parity to identify the bit embedded into that block.

III. EXPERIMENTAL RESULTS

The proposed algorithm was implemented on a document image which was obtained by scanning a text document. The document selected was such that it consisted of characters of varying font sizes like those appearing in the Titles, sub-titles, paragraphs etc.

For every block chosen for the dilation process, the structuring element is applied in such a way that it takes care of the smoothness and neighborhood properties that are characteristic of that particular block, thus avoiding the chances of embedding any stray pixels into the block which will simply add to the distortion. We first implemented the algorithm to determine the various font sizes that were present across the chosen document. The result of this gave us a set of various character sizes ranging from 6 to 24. From this we identified the most commonly occurring small font size and selected a block size of 7 for the following watermark embedding process. For embedding purpose, we performed dilation on every block using a 3x3 Structuring Element (zeros matrix) to embed more pixels into that block. The result of the embedding process is as shown in Fig. 7(a) and (b). Only a portion of the watermarked document has been shown here. The Distance Reciprocal Distortion obtained by the implementation of proposed method was very low (0.0028). We encoded a total of 88 bits by encoding the selected blocks as per their pixel intensity values.

IV. CONCLUSIONS

In this paper we propose a new approach to watermarking of document images. Proposed watermarking method focuses on identifying the groups of characters and other regions in the image where the data can be hidden with minimum perceptible distortion to the document image. This is done by:

- Identifying the most frequently occurring smallest font in the document and selecting suitable regions based on entropy variations.
- And within these selected regions further identifying specific location at character level where the embedding causes minimum perceptual distortion.

Results of applying the proposed technique on sample document images are illustrated.

ABSTRACT

Image registration is a technique to match two images both spatially and with respect to intensity. We propose a new hybrid image registration algorithm to identify the spatial or intensity variations between two color images. The proposed approach extracts meaningful descriptors from the two images using a multivariate entropy-based detector. The transformation parameters are obtained after establishing the correspondence between the two images.
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