Abstract—Mammography is the most effective procedure for an early diagnosis of the breast cancer. Nowadays, people are trying to find a way or method to support as much as possible to the radiologists in diagnosis process. The most popular way is now being developed is using Computer-Aided Detection (CAD) system to process the digital mammograms and prompt the suspicious region to radiologist. In this paper, an automated CAD system for detection and classification of massive lesions in mammographic images is presented. The system consists of three processing steps: Regions-Of-Interest detection, feature extraction and classification. Our CAD system was evaluated on Mini-MIAS database consisting 322 digitalized mammograms. The CAD system’s performance is evaluated using Receiver Operating Characteristics (ROC) and Free-response ROC (FROC) curves. The archived results are 3.47 false positives per image (FPpI) and sensitivity of 85%.
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1. INTRODUCTION

Breast cancer is considered as one of the most dangerous diseases to woman [1]. It is causing death for quite large number of women among the age of 40 and above every year. According to a study of International Agency for Research on Cancer (IARC), in 1998, breast cancer is the highest rate disease in women worldwide, with the rate about 92.04 (over 100000 people) in European Union, and about 64.48 (over 100000 people) worldwide in 1998. Besides that, breast cancer is gradually becoming popular in the developing countries. In Viet Nam, there are about 20.3 people for every 100000 women having breast cancer in large cities in 1998 [2]. For that reason, breast cancer is taking more concern from the radiologists as well as the researchers all over the world than ever. As long as breast cancer is detected and treated early, women can recover health soon and reduce mortality rate. By far, mammography is widely recognized as the only imaging modality that is useful for the early detection of the abnormalities indicating the presence of a breast cancer [3]. Early detection of breast cancer is usually realized by mammographic screening programs. Screening programs are based on a double visual inspection of the mammographic images, since double reading increases the diagnostic accuracy [4]. Although mammography is seem high effective, the diagnosis is mainly based on the radiologist’s experiences and some conditional factors such as stress, distraction, fatigue or low ability of eyes at that time.

Reports show that currently, the diagnosis can only achieve 75% accuracy [5] and most radiologists encourage biopsies for the final diagnosis. The causes of these false negative screening examinations are not clear. The clinical significance of the early diagnosis and the difficulty of the diagnostic task have generated a tremendous interest in developing Computer-Aided Detection (CAD) schemes [6-8] for mammographic interpretation. The computer scheme acts as a “second reader”, pointing out to the radiologist, abnormalities which otherwise might have been missed. The final diagnosis is made by the radiologist [9].

Masses, as well as microcalcification clusters, are often clear marks of a breast neoplasia. While microcalcifications are small (their diameter are approximate 0.1 ÷ 1.0 mm) and brilliant objects, masses are rather large (their diameter are approximate 1.0 cm) with various shapes and show up with faint contrast. Masses are classified by their shapes and margins as shown in Fig. 1.

Due to irregular shapes and ill-defined margins of mass, the identification of massive lesions requires a dedicate strategy.

Fig. 1. Classify a mass by its shape and margin

Classify a mass by its shape and margin
In this paper, we present an automated CAD system to detect and classify massive lesions in mammograms. The system consists of 3 processing levels: Regions-Of-Interest detection or mass detection, feature extraction and classification. These levels are discussed in following sections.

II. DATABASE

In this study, we use mammogram database Mini-MIAS to test the algorithm presented. The database MIAS is created from the Mammographic Image Analysis Society - an organization of United Kingdom research groups. This database includes 322 digital mammograms from 161 patients. Films taken from the United Kingdom National Breast Screening Program have been digitized to 50 micron pixel edge, and presenting each pixel with an 8-bit word. Every image in database always has extra-information or ground truth from the radiologists about characteristic of background tissue, type of abnormality present, severity of abnormality, the coordinates of center and approximate radius (in pixels) of a circle enclosing the abnormality.

Mini-MIAS database [10] is a kind of reduced type of database MIAS, the original MIAS database (digitized at 50 micron pixel edge) has been reduced to 200 micron pixel edge and clipped/padded so that every image has a size of 1024 x 1024 pixels.

III. MASS DETECTION

An important step in CAD system is the mass detection. The goal of this step is to extract from the background one or more regions of interest (ROIs) which are likely contain a mass. This is not a trivial task due to the ill-defined borders, which make difficult their discrimination from the parenchyma's structures. The accuracy of this process will affect strongly the following classification step.

As shown in Fig. 2, image's label is usually existed. So that, in order to reduce the processing time for mass detection process as well as to increase accuracy of the process, prior to mass detecting, the image's label must be removed. It can be done as follows:

- Use a fixed global threshold to divide the image into separated regions.
- Label pixels in each region.
- Calculate the number of pixels in each region.
- Retain the biggest region, eliminate the others.

Usually, mass detection methods can be classified into four main categories: thresholding techniques, edge-based methods, region-based methods, and hybrid methods. In this paper, we proposed an edge-based mass detection algorithm. The proposed algorithm works as follows:

- Searching on whole the breast portion of the mammogram a maximum gray level \( I_M \).
- An iso-intensity contour, including the pixel of the maximum intensity, is draw at a threshold value \( I_\text{th} = I_M / 2 \), thus delimiting a ROI with area \( A_k \).
- A fixed threshold for comparison is defined as \( I_C = 3I_M / 4 \).
- The threshold \( I_\text{th} \) is increased by an amount which is one eighth of the previous one if the ROI area \( A_k \) is greater than a limit area \( A_L \) and \( I_\text{th} < I_C \).
- The iteration is stopped when the ROI area \( A_k \) is smaller than the limit area \( A_L \) or the difference between two consecutive thresholds is less than \( I_\text{gray} \) levels.
- The ROIs are stored for feature extraction and classification.

Examples of ROIs detected by the proposed mass detection algorithm are given in Fig. 3. All of detected ROIs are represented by red curves. The green circle is the circle enclosing the abnormality on the mammogram. It is drawn based on the ground truth that is come along with the mammogram. It is characterized by center coordinates \( (X_{rad}, Y_{rad}) \) and radius \( R_{rad} \).

Once a ROI is detected, it is labeled as true positive ROI (TP ROI) or false positive ROI (FP ROI). Draw a minimal
rectangle fully containing the ROI, with its sides are parallel with respect to the ones of the image. Assume \((2L_s, 2L_s)\) be the sizes of the rectangle and \((X_{roi}, Y_{roi})\) be the coordinates of the ROI. The following conditions are considered
\[
|X_{roi} - X_{roi}| < \max(R_{roi}, L_s) \tag{1}
\]
\[
|Y_{roi} - Y_{roi}| < \max(R_{roi}, L_s) \tag{2}
\]
The ROI is labeled as TP ROI if (1) and (2) are both satisfied. Otherwise, it is labeled as FP ROI.

The values of \(A_k\) and \(I_k\) were chosen as the values that maximized sensitivity of the mass detection algorithm (percentage of TP ROIs among actual masses). The best obtained values were \(A_k = 192\times 192\) pixels and \(I_k = 1\) gray level. The corresponding sensitivity was 94.5% and the number of false positives per image (FFPI) was 11.3.

IV. FEATURE EXTRACTION

Before going to the classification step, features of detected ROIs should be extracted or calculated. This is because the features of masses generally present distinct features from those of normal breast tissues. The extracted features are the inputs to a classifier to determine how pathological the ROI is.

Textural features have been successfully applied to detect pathologies in medical images \([11-12]\). In this paper we focused on calculating textural features based on Gray Level Co-occurrence Matrix (GLCM) \([13]\). The GLCM exploits the higher-order distribution of gray values of pixels that are defined with a specific distance or neighborhood criterion.

In the simplest form, the GLCM \(p_{ij}\) is the distribution of the number of occurrences of a pair of gray values \(i\) and \(j\) separated by a distance vector \(d = (d_x, d_y)\). To achieve this matrix, we consider the minimal rectangular fully includes the ROI, specific distance \(d = 1\) at quantized angles \(\theta = k \pi/4\) with \(k = 0, 1, 2, 3\). Symmetry is achieved by averaging the GLCM with its transpose, thus leading to invariance under \(\pi\) rotations, too. Textural features can be derived from the GLCM and used in texture classification in place of the single GLCM elements. As the texture is gray tone independent, either the image must be normalized or one should choose features that are invariant under monotonic gray level transformation. At this case, we choose, among all the GLCM features, the ones that are invariant under monotonic gray tone transformation. As said above, there are four GLCM for each angles. For every GLCM three types of properties are calculated.

- **Energy**
  \[
  f_1 = \sum_i p_{ij}^2
  \]
- **Entropy**
  \[
  f_2 = -\sum_i p_{ij} \ln(p_{ij})
  \]
- **Information measures of correlation**
  \[
  f_3 = \frac{f_2 - H_1}{\max(H_2, H_3)}
  \]
  \[
  f_4 = \left[1 - \exp\left(-2(H_1 - f_3)\right)\right]^{1/2}
  \]
  where
  \[
  P_{s}(i) = \sum_j p_{ij}
  \]
  \[
  P_{s}(j) = \sum_i p_{ij}
  \]
  \[
  H_1 = -\sum_i p_{ij} \ln(p_{ij})
  \]
  \[
  H_2 = -\sum_i P_{s}(i) P_{s}(j) \ln(P_{s}(i) P_{s}(j))
  \]
  \[
  H_3 = -\sum_i P_{s}(i) \ln(P_{s}(i))
  \]
  \[
  H_4 = -\sum_j P_{s}(j) \ln(P_{s}(j))
  \]

From three types of properties, average value, range and variance are computed for each \(\theta = k \pi/4\), therefore there are total 12 textural features.

V. CLASSIFICATION

The extracted features were inputs into a classifier to determine whether the ROIs should be concerned. A number of classifiers based on linear discriminant analysis \([14-15]\), artificial neural networks \([16-18]\) and rule-based methods \([19-20]\) have shown effectiveness in detection and diagnostic systems. In this study, artificial neural network is employed as the classifier. At this step, we used a supervised two-layer feed-forward neural network trained with the gradient descent learning rule for the ROI pattern classification
\[
\Delta w_{ij}(\tau) = -\eta \frac{\partial E(\tau)}{\partial w_{ij}} + \alpha \Delta w_{ij}(\tau-1)
\]
\[
E(\tau) = \frac{1}{2} \sum_{i} (t_{i} - y_{i})^2
\]
where the \(E(\tau)\) function measures the error of the network outputs \(y_{i}\) in reproducing the targets \(t_{i}\) at iteration \(\tau\), and \(w_{ij}\) are the network weights. The term \(\alpha \Delta w_{ij}(\tau-1)\), known as momentum, represents a sort of inertia which is added to quickly move along the direction of decreasing gradient, thus reducing the computational time to the solution. Different values of the momentum parameter \(\alpha\) was tested and the best trade-off between performance and computational time was reached for \(\alpha = 0.1 \div 0.2\). The learning rate was \(\eta = 0.01\). A sigmoid transfer function is used
\[
g(x) = \frac{1}{1 + e^{-\beta x}}
\]
with gain factor \(\beta = 1\)

The number of input neurons must be equal to the number of features extracted of each ROI so the neural network consisted of \(N_i = 12\) input neurons. The network classifies a
ROI into mass or healthy one hence there is only one output neuron. The neural output provides a continuous value \(0 \leq p \leq 1\) which is used as a threshold to discriminate between mass regions and healthy ones. For each threshold value, the sensitivity and the specificity are computed.

The size of the hidden layer \(N_h\) was tuned in the range \([N_h-1,2N_h-1]\) to optimize the classification performance. ROI’s feature database was created. This database was divided into 2 parts. One part was for training phase and the other was for testing phase.

VI. RESULTS

Fig. 4 depicts some results of label removal process. On the left are original images and on the right are label-removed images. The results were good. Most of labels appeared in Mini-MIAS digitalized mammograms were removed accurately. Only a small part of labels overlapped the breast portion of the mammogram could not be removed. It can be seen that not only the labels but also other artifacts in the mammogram were removed is also noted that too.

Fig. 4. Original images (left). Label-removed images (right).

As mentioned in section III, the values of \(A_l\) and \(I_{\Delta}\) were determined in order to maximize the sensitivity of the mass detection algorithm. The best value was 94.5\% with FPpI of 11.3. The mass detection result is given in Fig. 5.

The ROC curve is shown in Fig. 6. The classification performance is quantified by the area \(A_c\) under the curve (AUC). The obtained AUC value \(A_c = 0.815\) lies in the range \(0.7 < AUC < 0.9\) therefore the classifier can be considered accurate enough [21].

FROC curve can be seen at Fig. 7, which represents the mass sensitivity of the overall system against the number of false positives per image (FPpI): 85\% of mass sensitivity is achieved with 3.47 FPpI (with the efficiency of ROI hunting is 94.5\%).

We also changed number of hidden nodes of the neural network and tested the number of false positives per image while the performance of overall CAD system was fixed at 85\%. The result is given in table I.
In this paper, an algorithm for automotive massive lesion detection has been proposed. This algorithm relied on an edge-based threshold strategy for the mass segmentation. There total 12 selected ROIs features were extracted to discriminate between two classes – mass regions and healthy ones. The discrimination performance of the algorithm has been checked by means of a supervised neural network. The results have been evaluated in terms of ROC and FROC curves. The area under the ROC curve $A_z$ is comparable with the ones obtained in [22-23].

In future, different textural feature sets and different feature selection methods will be used also in order to improve the performance of ROI classification. Classification performance of several classifiers will also be compared to find out the optimum correct classification rate.
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