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Abstract—In real-field applications, the correct determination of voice segments highly improves the overall system accuracy and minimizes the total computation time. This paper presents reliable measures of speech compression by detecting the end points of the speech signals prior to compressing them. The two different compression schemes used are the Global threshold and the Level-Dependent threshold techniques. The performance of the proposed method is tested with the Signal to Noise Ratios, Peak Signal to Noise Ratios and Normalized Root Mean Square Error parameter measures.
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I. INTRODUCTION

A speech compression system focuses on reducing the amount of redundant data while preserving the integrity of signals. The different transformation of speech signals to the time-frequency and time-scale domains for the purpose of compression aim at representing them with the minimum number of coding parameters. This paper examines the effect of such representations induced by eliminating un-necessary data present at both ends of the signals. Compression parameters are computed for speech frames at level 5 Discrete Wavelet Transform (DWT) representation of the signals following a Global threshold and a Level-Dependent threshold techniques. In the last few years, the architecture of speech processing paradigms have been perturbed by the introduction of the new powerful analysis tool called wavelets. The theory of wavelets is a product of many independent developments in the fields of pure and applied mathematics, electrical engineering, quantum physics and seismic geology. The interchange between these areas in the last decade produced many new important and vital wavelet applications such as image and signal compression, turbulence, human vision, radar and earthquake prediction [2] to name a few. Section 2 of this paper introduces the details of the mother wavelet used as the analyzing function of the speech signals. Section 3 gives a complete discription of the Global thresholding and the Level thresholding schemes used for compression, and Section 4 discuss speech compression using wavelets and compare two common threshold approaches.

II. DAUBECHIES RELATED WAVELET

In [3], it was shown that reversing the coefficients of the filters in the time-domain preserves perfect reconstruction in the filter bank and allows the construction of new scaling and wavelet functions. So, given the filter:

\[ H_0 = [h_0, h_1, ..., h_N] \]

reversing its coefficients produces the filter:

\[ Rev(H_0) = H_{0r} = [h_N, h_{N-1}, ..., h_0]. \]

The alternating flip filter of \( Rev(H_0) \) is the filter:

\[ H_{1r} = [h(0), -h(1), +h(2), ..., +h(n)]. \]

The order flip of \( H_{0r} \) is the filter

\[ F_{0r} = [h_0, h_1, ..., h_N]. \]

Finally, the alternating sign filter of \( Rev(H_0) \) is the filter:

\[ F_{1r} = [-h_N, +h_{N-1}, ..., +h_0]. \]

The filters \( H_{0r}, H_{1r}, F_{0r} \) and \( F_{1r} \) satisfy all the three time domain conditions of perfect reconstruction. From the coefficients of the wavelet \( db6 \), the coefficients of the new wavelet are thus derived. Figure 1, shows the scaling and wavelet functions of the derived wavelet. One notes the reflective similarities among the scaling and wavelet functions of \( db6 \) with those of the derived wavelet. This mother wavelet is employed as the analyzing function for the speech signals used for the experiments conducted in this paper.

III. SPEECH COMPRESSION

The goal of using wavelets to compress speech signal is to represent a signal using the smallest number of data bits commensurate with acceptable reconstruction and smaller delay. Wavelets concentrate speech information (energy and perception) into a few neighboring coefficients, this means a small number of coefficients (at a suitably chosen level) will remain and the other coefficients will be truncated [1]. These coefficients will be used to reconstruct the original signal by putting zeros instead of the truncated ones.

A. Thresholding Techniques

Thresholding is a procedure which takes place after decomposing a signal at a certain decomposition level. After decomposing this signal a threshold is applied to coefficients for each level from 1 to \( N \) (last decomposition level). This algorithm is a lossy algorithm since the original signal cannot be reconstructed exactly [6]. By applying a hard threshold the coefficients below this threshold level are zeroed, and the
output after a hard threshold is applied and defined by this equation:
\[
g_{\text{hard}}(t) = \begin{cases} x(t), & |x(t)| > \delta \\ 0, & |x(t)| \leq \delta \end{cases} \quad (1)
\]
where \(x(t)\) is the input speech signal and \(\delta\) is the threshold. An alternative is soft thresholding at level \(\delta\) which is chosen for compression performance and defined by this equation:
\[
g_{\text{soft}}(t) = \begin{cases} \text{sign}(x(t))(|x(t)| - \delta), & |x(t)| > \delta \\ 0, & |x(t)| \leq \delta \end{cases} \quad (2)
\]
where equation 1 represents the hard thresholding and equation 2 represents the soft thresholding.

**B. Thresholding methods used in Wavelets Compression**

In this section two thresholding algorithms will be introduced and later used in compressing speech signals. These two methods are, Global thresholding and Level dependent thresholding.

**C. Global Thresholding**

Global thresholding [4] works by retaining the wavelet transform coefficients which have the largest absolute value. This algorithm starts by dividing the speech signal into frames of equal size \(F\). The wavelet transform of a frame has a length \(T\) (larger than \(F\)). These coefficients are sorted in a ascending order and the largest \(L\) coefficients are retained. In any application these coefficients along with their positions in the wavelet transform vector must be stored or transmitted. That is, \(2.5L\) coefficients are used instead of the original \(F\) samples, 8 bits for the amplitude and 12 bits for the position which gives 2.5 bytes [1]. The compression ratio \(C\) is therefore:
\[
C = \frac{F}{2.5L} \quad \text{or} \quad L = \frac{F}{2.5C} \quad (3)
\]
Each frame is reconstructed by replacing the missing coefficients by zeros.

**D. Level Dependent thresholding**

This compression technique is derived from the Birge-Massart strategy [5]. This strategy works by the following wavelet coefficients selection rule:

Let \(J_0\) be the decomposition level, \(m\) the length of the coarsest approximation coefficients over 2, and \(\alpha\) be a real greater than 1 so:

1. At level \(J_0+1\) (and coarser levels), everything is kept.
2. For level \(J\) from 1 to \(J_0\), the \(K_J\) larger coefficients in absolute value are kept using this formula:
   \[
   K_J = \frac{m}{(J_0 + 1 - J)\alpha} \quad (4)
   \]
   The suggested value for \(\alpha\) is 1 and was used in [4] [5].

**E. Interpretation of the two algorithms**

These algorithms are used to compress speech signals and compare the quality of the reconstructed signal with the original. In this section, outlines the steps followed in implementing these algorithms.

**F. Compression using the Global Thresholding**

The following procedure is usually followed to implement the global thresholding to compress speech signals.

1. Divide the speech signal into frames of equal size. In this paper different frame sizes are tested to see how the frame size will affect the performance of the reconstructed signal. Three different frame sizes are examined since wavelet analysis is not affected by the stationarity problem. Expanding the frame length will speed up the processing time which reduces the processing delay.
2. Apply the discrete wavelet transform to each one of these frames separately at the five decomposition levels. This level is chosen since the best performance of the reconstructed signal is obtained at this level.
3. Sort the wavelet coefficients in a ascending order.
4. Apply the global thresholding to these coefficients by choosing the compression ratio and using equation 3 to obtain the non zero coefficients.
5. Keep the retained coefficients and their positions to reconstruct the signal from them.
6. Reconstruct the compressed frames by using the non zero coefficients and their positions and replacing the missing ones by zeros.
7. Repeat steps 2 to 6 to compress all the frames.
8. Insert these reconstructed frames into their original positions to get the reconstructed signal.

**G. Compression Using Level-dependent Thresholding**

After the speech signal is divided into equal frame sizes, the following steps are to be followed to implement the level dependent thresholding.

1. Apply the wavelet decomposition to each frame separately.
2. Keep all the coefficients of the last approximation, and use equation 4 to retain coefficients from each detail level.
Fig. 2. The signal representing the word "Seven" in its original form and its end-points detected form.

Fig. 3. The Original, Compressed with Level Dependent Threshold at 0.8 compression ratio, and Reconstructed signals of the word " 4035789 " all in the time domain.

Fig. 4. The Original, Compressed with Global Threshold at 0.8 compression ratio, and Reconstructed signals of the word " 4035789 " all in the time domain.

IV. PARAMETERS OF COMPRESSION

In this paper, the following four compression parameters are used on a subset of the [8] database containing the digits.

Signal to Noise Ratio:

\[ SNR = 10 \times \log_{10} \frac{\sigma_x^2}{\sigma_e^2} \]

Where \( \sigma_x^2 \) is the mean square of the speech signal and \( \sigma_e^2 \) is the mean square difference between the original and reconstructed signals.

Peak Signal to Noise Ratio:

\[ PSNR = 10 \times \log_{10} \left( \frac{N X^2}{||x - r||^2} \right) \]

Where \( N \) is the length of the reconstructed signal, \( X \) is the maximum absolute square value of the signal \( x \) and \( ||x - r||^2 \) is the energy of the difference between original and reconstructed signals.

Normalized Root Mean Square Error:

\[ NRMSE = \sqrt{ \frac{\sum (x(n) - r(n))^2}{\sum (x(n) - \mu_x(n))^2}} \]

Where \( X(n) \) is the speech signal, \( r(n) \) is the reconstructed signal, and \( \mu_x(n) \) in the mean of the speech signal.

Retained Signal Energy:

\[ RSE = 100 \times \frac{||x(n)||^2}{||r(n)||^2} \]

Where \( ||x(n)|| \) is the norm of the original signal and \( ||r(n)|| \) is the norm of the reconstructed one. The retained energy is
Table 1: Summary of the average results for Level Dependent Threshold.

<table>
<thead>
<tr>
<th>Signal</th>
<th>CR</th>
<th>%Z</th>
<th>% ER</th>
<th>SNR</th>
<th>PSNR</th>
<th>NRMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>6.71</td>
<td>96.22</td>
<td>88.34</td>
<td>5.3</td>
<td>28.44</td>
<td>0.32</td>
</tr>
<tr>
<td>E-P Detected</td>
<td>9.32</td>
<td>99.6</td>
<td>91.6</td>
<td>3.12</td>
<td>19.15</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Table 2: Summary of the average results for Global Threshold.

<table>
<thead>
<tr>
<th>Signal</th>
<th>CR</th>
<th>%Z</th>
<th>% ER</th>
<th>SNR</th>
<th>PSNR</th>
<th>NRMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original</td>
<td>8.31</td>
<td>97.37</td>
<td>89.46</td>
<td>7.54</td>
<td>31.41</td>
<td>0.27</td>
</tr>
<tr>
<td>E-P Detected</td>
<td>9.62</td>
<td>99.42</td>
<td>92.86</td>
<td>12.41</td>
<td>10.42</td>
<td>0.091</td>
</tr>
</tbody>
</table>

equal to the $L^2$-norm recovery performance.

The test set of speech signals [7] are the English digits Zero to nine. The compressed speech signal is still audible and you can still recognize the output signal. Different parameters were examined when simulating the code. The 8Khz sampled signals are divided into frames 0.2ms and decomposed up to level 5 DWT. Each frame is decomposed separately. At this stage the threshold is applied and the remaining coefficients are used in the reconstruct phase.

V. CONCLUSION

Detecting the end points of speech signals prior to compression was addressed in this paper. This approach proved to be effective and reliable when tested in a Global and a Level Dependent thresholding environments. A reflective mother wavelet associated with the orthogonal wavelets db6 of Daubechies family was used as the analyzing function and Level 5 Discrete Wavelet Transform was performed on each signal. The Measures for various compression parameters were found to be more accurate and robust in the proposed approach of compression and in some cases of an order of magnitude better.
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