A Web Text Mining Flexible Architecture

M. Castellano, G. Mastronardi, A. Aprile, and G. Tarricone

Abstract—Text Mining is an important step of Knowledge Discovery process. It is used to extract hidden information from not-structured or semi-structured data. This aspect is fundamental because much of the Web information is semi-structured due to the nested structure of HTML code, much of the Web information is linked, much of the Web information is redundant. Web Text Mining helps whole knowledge mining process to mining, extraction and integration of useful data, information and knowledge from Web page contents.

In this paper, we present a Web Text Mining process able to discover knowledge in a distributed and heterogeneous multi-organization environment. The Web Text Mining process is based on flexible architecture and is implemented by four steps able to examine web content and to extract useful hidden information through mining techniques. Our Web Text Mining prototype starts from the recovery of Web job offers in which, through a Text Mining process, useful information for fast classification of the same are drawn out, these information are, essentially, job offer place and skills.
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I. INTRODUCTION

KNOWLEDGE Discovery Process is a creative process which requires a number of different skills and knowledge. Currently there is no standard framework in which to carry out knowledge discovery process projects. This means that the success or failure of a knowledge discovery process project is highly dependent on the particular person or team carrying it out and successful practice can not necessarily be repeated across the enterprise. Knowledge Discovery process needs a standard approach which will help translate business problems into mining tasks, suggest appropriate transformations and mining techniques, and provide means for evaluating the effectiveness of the results and documenting the experience[1,2,3,4,5,6]. There have been a number of techniques to realize a Knowledge Discovery Process using different approaches, the most recent effective strategy being Mining Techniques[7].

Data Mining is concerned with finding patterns in data which are interesting, according to some user-defined measure of interestingness, and valid, according to some user defined measure of validate. This area has recently gained much attention of industry, due to the existence of large collections of data in different formats, including large data warehouses, and the increasing need of data analysis and comprehension. In addition to mining of data stored in data warehouses, there has recently been also increased interest in Text and Web mining. Web mining is a application of data mining techniques to discover patterns from the Web. According to analysis targets, web mining can be divided into three different types, which are Web usage mining, Web content mining and Web structure mining. Web content mining is the process to discover useful information from the content of a web page. The type of the web content may consist of text, image, audio or video data in the web. Web content mining sometimes is called Web Text Mining because the text content is the most widely researched area. Web Text Mining belongs to the area of web content mining and refers to the process of extracting interesting and non-trivial patterns or knowledge from web texts. Usually it is viewed as an extension of text mining and data mining. The technologies that are used in Web Text Mining are NLP, natural language processing and IR, information retrieval[8].

Web Text Mining is an increasingly important area of research driven by the dramatic growth in access to very large text stores such as the Web, email and domain-specific reports. At the heart of Web Text Mining is the need for tools that discover and exploit re-occurring patterns in text. Typically advances in machine learning and statistics are exploited for pattern discovery. Knowledge acquisition and representation techniques help transform discovered patterns into new knowledge structures. These structures are more transparent and manageable. Importantly, are able to provide higher level abstractions that facilitate the solution of text-related tasks[9].

In this work we describe a web text mining process based on flexible architecture able to discover knowledge in a distributed and heterogeneous multi-organization environment. This paper is composed as it follows: in the second section we introduce a generic web text mining lifecycle. In the third section we describe a web text mining process through the description of four steps: Crawling, Pre-Processing, Text Mining and Presentation of Results. In the fourth section we present the service oriented architecture and our flexible web text mining architecture. Finally we present a prototyping of web text mining process.

II. THE WEB TEXT MINING LIFECYCLE

Text Mining phase is preceded from Text Refining phase that transforms input raw text in structured information. Text Refining input are not-structured data as texts or semi-structured data as HTML pages coming from Web. These data are submitted to the opportune process composed by recovery of documents, cleaning of the draw out documents and extraction of the useful information to the Text Mining phase. Text Refining output is stored in database, XML file or any
Text Mining techniques are applied to the Intermediate Form. These techniques can be also very different between them like pure and simple transposition of Data Mining techniques, like reworking of these techniques for the source data nature or like the search of original techniques [11].

The range is very ample and the choice depends from the type of waited knowledge and from Intermediate Form type produced in Text Refining phase. Central element of process is understanding the issue, rather than the refinement of the involved technologies. Text Mining process doesn’t consider only the presence or the frequency of a word or a concept inside a document but aims to find the relationship between. These words or concepts and others inside document. In this way it aims to find information contained in text.

Text Mining phases are: document clustering, document categorization, pattern extraction.

Document clustering is the assignment of entity multivariate to few categories (classes, groups) not previously defines. The criterion is to gather among them similar entity. It is necessary to establish the variable of classification, the measure of the proximities among the entities, the number of groups in which to leave again the entities and finally to pass to an integration phase with other methods of analysis. Principal techniques are distinguished in base to the type of analysis that can be hierarchical or not hierarchical type. Hierarchical analysis is distinguished by agglomerative and divisive techniques. Not hierarchical analysis is like the possibility of subdivision in mutually exclusive classes (partitions) or subdivision in overlapped classes. In this type of analysis is fundamental to establish previously the number of cluster to produce or to plan the analysis so that to get solutions which foresee a varying number of cluster. Textual clustering is used as automatic process to divide a documents collection in groups. Inside groups documents are similar among them on base of selected characteristics: author, length, dates, keywords. Textual clustering can be used for provide a panning of the contents of documents collection, for identify hidden similarity, for facilitate the process of browsing and for find correlated or similar information. If it works with keywords or with features that represents the semantics of the documents, the individualized groups will be distinguished in base to the different themes treated in the corpus. Algorithms of hierarchical clustering are used for textual data.

In Document categorization, the objects must be attribute to one or more classes or categories already notes in start. In text reference, this technique of mining is said Text Categorization (TC). Text Categorization is often developed through algorithms of Machine Learning. [12]. Classification is the process in which meaningful correlations among frequent whole frequent data are found. This is a typical process of Data Mining. There are association rules for Text Categorization. All algorithms for produce association rules operate in two phases. Gives keywords and a document collection, the extraction of associations, which satisfy given ties of support and confidence, is effected in two passages: before producing all the whole keywords with greater or equal support respect to the reference which are called frequent set, then producing all the association rules that can be derived from the produced frequent set and that satisfy the given confidence.

In Pattern Extraction some patterns are identified following the analysis of associations and of tendencies. The discovery of the associations is the process in which meaningful correlations among frequent whole data are found. This process can be applied to textual data if these data are been transformed previously in a structured form. Pattern Extraction needs particular attention in Web Text Mining process and is carried out through following techniques:

- Predictive Text Mining which is used for identifying the tendencies in collected documents in a time period.
- Association Analysis which identifies the relationships among the attributes, like if the presence of a pattern implicates the presence of another pattern in documents.

Finally, presented techniques are used for introduce the patterns and for visualize the results.

Fig. 1 shows the web text mining lifecycle.
The Web Text Mining Process is implemented through four steps.

The first step foresees the recovery of the useful information from Web. This information consists in textual contents present in web pages. The references solution covers the first step of Web Text Mining process [14,15], dealing with automatic retrieval of all relevant documents and ensuring at the same time that the not-relevant ones macaws fetched as few as possible. The recovery of the useful information is effected through crawling departing from one or more URL. The crawling is implemented by a Web Crawler, as shown in the Fig. 3. Web Crawler's architecture fits the guidelines of to Focused Crawler[16], as it is designed to only gather documents on to specific topic, thus reducing the amount of network traffic and downloads. It is composed from four components: Master, Slaves, Scribes, H-Information. Every component has a specific assignment. H-Information (Human Information) is the start of whole process of crawling. It allows the system administrator to interact with Web Crawler inserting a list of sites Web believed of particular importance for the service that the system must realize. Master is the kernel of Web Crawler that allows the start and the management of the whole process of recovery of the information. Master calls Slaves and passed them URLs of the pages in accord with the built list by the H-Information. Slaves accede to the Web for crawling the pages which are associated to URLs indicated by Master. Different Slaves can operate at the same time rendering more efficient, reducing the answer times and avoiding simultaneous accesses to the same resources [24]. Slaves call Scribes [22,23]. Scribes receive Web pages crawled from Slaves. For each Scribe there is a Slave. Scribe parses entire page and captures different information according to the type of the examined document.

The second step is the pre-processing. It foresees the creation of a repository of the information from the web during the execution of the first step. During this phase it is had to provide to effect a control and a cleaning (Text Cleaning) of the pages reached during the first step. The definition of Template, which contains keywords of the universe, allows a choice on the single content of the examined web page. If it contains information that correspond to one of the Template defined for the system in matter, it is accepted and on it a cleaning of the content is effected to eliminate all what to be held "garbage", that is to say tag, banner, information not tightly connected to the content of the same page. Otherwise the page is discarded. If the page has found correspondence with one of the Template defined for the system, the "polished up" information of the page are memorized in a repository.

The third step is the fundamental step on which the whole Web Mining process founds him. In this step a first phase of Information Extraction and the following phase of Text Mining are effected. It founds on the use of Text Mining tools that receiving in input the data which are contained in the repository of the second step and they are able to extract "intrinsic information" contained in the document or in all documents.

A general Text Mining scheme founds its functioning on Document, Corpus, Rules and Annotators. A Document is defined as a single aggregation of text coming from a same source, a Corpus is all Documents, that is, a Document Clustering, coming from one or more web sources, the Rules are the most important part of Text Mining and their definition from the programmer will allow to get or not a good result of the whole Web Text Mining process. Before applying the
rules, Text Mining software handles the phase of Information Extraction effecting a tokenization and lemmatization of the text that it will allow an accurate analysis of the document during the Text Mining. Tokenization is a process in which a text is split into a stream of words by removing all punctuation marks and by replacing tabs and other non-text characters by single white spaces. This tokenized representation is then used for further processing. The set of different words obtained by merging all text documents of a collection is called the dictionary of a document collection. Lemmatization try to map verb forms to the infinite tense and nouns to the singular form. In order to achieve this, the word form has to be known, that is, the part of speech of every word in the text document has to be assigned[17].

Subsequently to the Information Extraction, the application of one or more rules on a Document or on a Corpus will provide the extraction of "hidden information" that will be made available to the system in XML format, the useful format to fourth step. The rules can interact between them to create a more general rule. The accuracy in the discovery of intrinsic information of the document, is better if more rules are defined. But it is important to not define a lot of rules for avoiding the problem of "too much accurate", because in this case the process results could not useful. The discovery information in this phase is momentarily memorized in the Annotators which have the assignment of memorize all useful information in a Document or in a Corpus. The further analysis on the Annotators, that is to say, elimination of the duplicates, elimination of the errors, etc. are the start of the discovery of the real information called Skill. The Skills are keywords which allows to the system to have a general vision of the semantic content of the Document or the Corpus [18].

Fig.4 shown as the application of Rules on the Keywords (nodes) allows the individualization of Annotators.

The fourth is last step of the process; it foresees the phase of presentation of the obtained results. In our architecture, the information drawn out during the execution of the third step is stored in a second repository. This repository created during this phase will follow the rules of the Web Warehousing according to the Whoweda schemas. The repository is composed by URLs and nodes. URLs are the reference URLs of the document, that is to say, "referenced from" and "it references who" whereas the nodes are the skills found in the third step. To fill this repository is necessary to effect a parsing of the result in XML supplied by software during the third phase for recover the necessary information. Use of Whoweda schemas is fundamental in the implementation of Web Warehouse because our system is directed to the execution of Data Mining on the data produced by the whole Web Text Mining process. Following Whoweda schemas is possible realize more views and more schemas on the whole Web Warehouse. This allows fast interrogation of Web Warehouse in the Data Mining phase [19]. The assignment to effect Data Mining and therefore to define views and schemas for the interrogation is submitted to the opportune programming of a Miner as discussed in the next section.

The whole process of Web Text Mining has been conceived and projected according to the Service Oriented Architecture (SOA) as discussed in the next section.

IV. THE WEB TEXT MINING ARCHITECTURE BASED ON SERVICE ORIENTED ARCHITECTURE

The Service-Oriented Architecture (SOA) approach is the latest of a long series of attempts in software engineering trying to encourage the reuse of software components; the SOA provides a scheme to design distributed and orchestrated applications. The SOA is a strategy and a flexible and scalable technical framework for supporting open standards and open application interfaces. Open applications that are built on an open architecture promise to be significantly less expensive to implement and to operate.

A service in SOA is an application or function with well-defined interfaces that is packaged as a reusable component for use in a business process. Simply stated, in an SOA, business processes appear as a set of separate components that can be joined and choreographed to create composite applications and processes and so there are following benefits:

- Flexibility, a service can be located on any server, and relocated as necessary, as long as it maintains its registry entry, prospective clients will be able to find it;
- Scalability, services can be added and removed as demand varies;
- Replaceability, provided that the original interfaces are preserved, a new or updated implementation of a service can be introduced, and outdated implementations can be retired, without disruption to users [20].
As shown in Fig. 5 the specialized architecture is composed by the Web Mining functional component which effects the information retrieval from the WWW and extracts intrinsic information from a textual analysis of the content of documents coming from web through a phase of Text Content Mining [21].

The Controller handles the process flow, calling the appropriate Miners and determining the next steps to be complete. The Kernel is the core of our architecture where the new mining models has built. Finally, the Mining Base is the knowledge repository of the whole architecture and its functions are those of repository for raw data, knowledge metadata and mining mode [5,6].

In Fig. 5, we have shown a flexible architecture that modularizes the full lifecycle of web text mining process into reusable components in order to create the interaction among these different components of a mining architecture and the assembling of their logic into a manageable application, these components are called “Miners” which play an important role in our architecture for flexibility. The Miners are building blocks that can be used to build a complex application based on e-services. Every Miners has a well defined mining task.. The system realizes a decoupling between the services and the knowledge discovery process in text application adopting the miners reusable components [1,2,3,4,5,6]. In this sense each of four steps of the web text mining process corresponds to an e-service and every e-service can be defined in terms of these elementary building blocks, as shown in Fig. 6.

Miner Orchestration is defined as the process able to create a workflow of building blocks and in this sense Miner Orchestration provides more complex functionality in the Knowledge Discovery Process. Miner Orchestration confers dynamic, flexible, and adaptable to meet the changing needs of a organization [5,6].

V. EXPERIMENTAL RESULTS

A Web Text Mining prototype has been developed to prove the proposed architecture. It is decided to experiment studies through the realization of a prototype for evidencing that all the phases of knowledge extraction process in text, starting from not-structured information, like those present in the web, can concretely be applied to various issues. The prototype has been realized to extract useful information from job advert description through a Text Mining phase. It extracts both places and skills respect to the considered job adverts according to the scheme shown in Fig. 7.
The process is composed by following phases: Crawling, Pre-processing, Text Mining and Results Presentation.

The Crawling consists in recovery of the job adverts from Web. In this phase, the prototype reads the content of XML configuration file in which there are URLs corresponding to RSS services of job adverts. The considered example of XML file, called SystemInfo.xml is shown in Fig. 8.

When URL is read, the prototype enters to Internet to recover the RSS file that contains job adverts. The recovered RSS file is submitted to a validation that consists to verify if the file is well formed. If the file is good the useful information for the Text Mining phase is extracted through a parsing of the file, otherwise the file is discarded. The prototype is based on a multithread algorithm that allows parallel appeals. This allows to analyze more pages to optimize the run-time of the whole process of extraction.

The Fig. 9 shows in information extraction in Crawling phase there are special characters as &lt, &gt which must be replaced with the corresponding characters.

The Pre-processing consists in the preparation of the information extracted by RSS file for the next Text Mining phase. In this phase information come "cleaning up" of the whole useless content. Pre-processing is important to increase the effectiveness and the efficiency of Text Mining because the presence of useless content can bring to altered results. In the prototype the Pre-processing phase is able to eliminate and to replace characters which create problems in Text Mining phase. The Fig. 10 shows the text after Pre-processing phase.

The result of Pre-processing phase is stored in a database. The Text Mining phase, the prototype accedes to the database and draws out the URL and the description of job adverts. An analysis is done on description by a tool called GATE through API Java. The text contained in the description is identified as Document inside a Corpus. On the Document three operations are executed: tokenization and lemmatization, which are described in second section, and mining rules application. To have a good tokenization and lemmatization it is important to get a clean and correct text by pre-processing.

After tokenization and lemmatization, the application of mining rules to the Document is executed. It is very important to apply the rules in the correct sequence that is suitable in external file called main.jape as shown in Fig. 11. Changing the rules sequence it is gotten different result. The rules are based on keywords lists referred to precise universe, like the keywords city list contains only city names. The rule execution consists in a matching between the tokenized Document and the rule reference lists. If the token is present in more lists, the rule analyzes the lemmatized text and decides to list the token belongs. This decision is taken on percentage.

The result of Pre-processing phase is stored in a database.

The Text Mining phase, the prototype accedes to the database and draws out the URL and the description of job adverts. An analysis is done on description by a tool called GATE through API Java. The text contained in the description is identified as Document inside a Corpus. On the Document three operations are executed: tokenization and lemmatization, which are described in second section, and mining rules application. To have a good tokenization and lemmatization it is important to get a clean and correct text by pre-processing.

After tokenization and lemmatization, the application of mining rules to the Document is executed. It is very important to apply the rules in the correct sequence that is suitable in external file called main.jape as shown in Fig. 11. Changing the rules sequence it is gotten different result. The rules are based on keywords lists referred to precise universe, like the keywords city list contains only city names. The rule execution consists in a matching between the tokenized Document and the rule reference lists. If the token is present in more lists, the rule analyzes the lemmatized text and decides to list the token belongs. This decision is taken on percentage.
The rules are stored in external files with jape extension like city.jape shown in Fig. 12.

This rule, called City, individualizes cities which are contained in a text through a matching on all tokens of the same document through the list. This list is called citta.

The matching result is stored in Annotators in Document in which there are information on the individualized tokens. The fourth phase of the process is Results presentation, in this phase a XML file is created through the information stored in the Annotators, it is used to fill a database through a file parsing. The database contains URLs, places, skills, jobtitle.

We bring back experimental results obtained from a job adverts site that we use like RSS Web service source. Number of job adverts made available by the service: 100. Number of job adverts taut out by prototype in crawling phase: 100. Number of job adverts on which the rules of Text Mining have been applied with happened: 82. Number of job adverts in which the job center has been individualized: 63 (55 municipalities and 8 regions). Number of job adverts in which skills has been individualized: 65.

Crawling phase has recovered the 100% of Job adverts. Text Mining phase applies same rules on all adverts having 18% loss limited on the total of the database, because, job adverts do not contain searched information or because, limited number of rules defined in this prototype are inadequate. On 39 job adverts it has been possible to characterize both searched information, on 26 only job center, on 17 only skills. As shown in Fig. 13, errors are minimal percentage and, in particular, there is a skill, called Perito, which is confuses with a city.

VI. CONCLUSION

In this paper has been presented a Flexible Web Text Mining Architecture. To this purpose, the guide lines of the SOA and the Miners model have been considered as a way to manage a workflow of reusable building blocks with well defined tasks and able to interoperate with one another for the creation of new services. The main advantages offerred by this architecture are the quick designing of a process according to one’s own business needs and the creation of new flexible services without resorting to substantial changes.
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