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Abstract—Genetic algorithms (GAs) have been widely used for global optimization problems. The GA performance depends highly on the choice of the search space for each parameter to be optimized. Often, this choice is a problem-based experience. The search space being a set of potential solutions may contain the global optimum and/or other local optima. A bad choice of this search space results in poor solutions. In this paper, our approach consists in extending the search space boundaries during the GA optimization, only when it is required. This leads to more diversification of GA population by new solutions that were not available with fixed search space boundaries. So, these dynamic search spaces can improve the GA optimization performances. The proposed approach is applied to power system stabilizer optimization for multimachine power system (16-generator and 68-bus). The obtained results are evaluated and compared with those obtained by ordinary GAs. Eigenvalue analysis and nonlinear system simulation results show the effectiveness of the proposed approach to damp out the electromechanical oscillation and enhance the global system stability.
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I. INTRODUCTION

Small signal stability enhancement, in particular the inter-area oscillation damping, has become more and more a priority. Due to their flexibility, easy implementation and low cost, power system stabilizers (PSSs) stay the most used devices to enhance small signal stability [1-2]. Genetic algorithms (GAs) are powerful global optimization methods. Independent of the problem complexity, their only requirements are to specify an objective function and to place finite bounds on the parameters to be optimized. Thus, they are widely used for robust PSS tuning in multimachine power system [3-8].

Several methods, such as self-adaptive GA operators [9-11], parallel GAs [12-13], and others, are proposed in the literature to improve GA performance in searching for the global optimum. Good results can be obtained by these methods. But, if the sought global optimum is being existed outside the proposed search space of the problem, none of these methods can allow GAs to find this optimum.

The high dependence of the GA performance on the determination of search space boundaries for each parameter to be optimized makes the optimization critical. A bad choice of these boundaries leads to poor solutions. To resolve this problem, an approach allowing the extending of the search space boundaries during the GA running, only when it is required, is proposed. So, the GA can diversify its population by new values that were not available with fixed search space boundaries. Thus, these dynamic search spaces allow significant improvement to GAs in terms of optimal solution and convergence rate.

The proposed approach is applied for optimal PSS tuning to enhance the global system stability of the interconnected multimachine power system of New England/New York (16-generator and 68-bus), [14]. The problem is formulated as GA optimization problem using eigenvalue-based multiobjective function.

II. PROBLEM STATEMENT

A widely used conventional lead-lag PSS is considered in this study [1]. Its transfer function, given in (1), consists of an amplification block with a control gain $K$, a washout filter block with a time constant $T_w$ and two lead-lag blocks for phase compensation with time constants $T_1$, $T_2$, $T_3$, and $T_4$.

$$ V_{PSS}(s) = K \cdot \frac{sT_w}{1 + sT_w} \left[ \frac{(1 + sT_1)}{(1 + sT_2)} \right] \cdot \Delta \omega(s) \quad (1) $$

Where, the PSS output signal, $V_{PSS}$, is a voltage added to the generator exciter input. The generator speed deviation $\Delta \omega$ is often used as the PSS input signal.

In small signal stability studies, the linearized system model around an equilibrium point and the eigenvalue analysis are usually applied [1].

The real part ($\sigma$) of an eigenvalue ($\lambda$), given in (2), and the related damping factor ($\zeta$), given in (3), are two important criteria for the system stability performance [1]. To get good results, it is preferred to take into account these two criteria. This combination leads to a D-stability region of the complex s-plane, where all system eigenvalues must be placed [3]. The D-stability criteria are chosen as following:

$$ \sigma = -1, \quad \zeta = 10\% $$

$$ \lambda = \sigma \pm j \omega \quad (2) $$

$$ \sigma = -1, \quad \zeta = 10\% $$

$$ \lambda = \sigma \pm j \omega \quad (2) $$
III. PROPOSED APPROACH

Generally, an optimization problem may be formulated mathematically as following:

\[
\begin{align*}
\text{maximize} & \quad f(x) \quad ; \quad x \in \mathbb{R}^n \\
\text{subject to} & \quad x_{i,\min} \leq x_i \leq x_{i,\max} \quad ; \quad i = 1, 2, \ldots, n
\end{align*}
\]  

- \( f(x) \) is the objective (or multiobjective) function.
- \( x \) is the vector of the \( n \) parameters to be optimized.
- \( x_{i,\min} \) and \( x_{i,\max} \) are the search space boundaries of the associated parameter \( x_i \).

In our problem, the multiobjective function \( f(x) \) is formulated, as given in (5), to optimize a composite set of two eigenvalue-base objective functions; comprising eigenvalue real part (\( \sigma \)) and damping factor (\( \zeta \)) of the system dominate electromechanical modes.

\[
f(x) = -\max(\sigma) + \min(\zeta)
\]  

The PSS parameters determined to be optimized are \((K, T_1, \text{and} \ T_3)\). The PSS parameters \((T_2, T_3, \text{and} \ T_4)\) are considered fixes; their values are given in Tables II, appendix.

During the optimization running, the values of one or more associated parameters can reach one of the search space boundaries. This can happen after many generations or even from the beginning of the optimization. But, the optimal parameter value may exist outside the associated search space boundaries. As a result, the evolution of the objective function will decelerate converging to a local optimal solution.

The proposed approach is based on the release of search space boundaries, during the GA running, and giving them different values depending on the optimization process needs. As a result, the GA population can be diversified by new values that were not available while using fixed search space boundaries. So, this approach creates dynamic search spaces that are adaptable to the searching for the global optimum.

In the proposed approach algorithm, shown in Fig. 1, the GA optimization is initialized with fixed search space boundaries \([x_{i,\min}, x_{i,\max}]\). Tolerance margins \((\varepsilon_m, \varepsilon_n)\) are set for both boundaries of the search space parameters. When the value of a parameter to be optimized attains the associated tolerance margin, in many consecutive generations \((N_{\text{gener}})\), this means that the optimal value may exist beyond the initial boundary. In this case, this related boundary will be modified by predetermined values \((\Delta_m, \Delta_n)\). The parameter search space moves by always keeping its initial size. This process can be occurred several times in the course of the optimization. Thus, the related search space will be expanded gradually. Finally, in order for the parameter values to be feasible solutions, the increase and the decrease of search space boundaries should be limited to maximum and minimum values \((\Omega_m, \Omega_n)\).
IV. RESULTS AND DISCUSSION

To validate the effectiveness of the proposed approach, many applications on several multimachine power systems having different sizes have been done. In this paper, the results of a relatively large size power system which is the New England/New York interconnected system (16-generator and 68-bus), (Fig. 9, appendix), is presented. Details of the system data can be found in [14].

The obtained results of the proposed approach have been evaluated and compared to ordinary genetic algorithm results of our previous publications [15-16].

A. Open-loop system analysis (no PSS)

A linear representation of the open-loop system is formed around the studied nominal operating point. The repartition of the system dominant electromechanical modes without PSSs is given in Fig. 2. It shows clearly that the system is unstable.

The first conventional step in PSS design is to identify the best PSS locations. The participation factor method has been widely used to find the best effective generators for installing PSSs. The application of this method shows that 14 generators are mainly involved in the system dominant modes and they must be equipped with PSSs.

B. PSS design by GA-based fixed search spaces

The coordinated synthesis of PSS parameters is optimized using an ordinary GA. The GA parameter setting is given in Table III, appendix. The search space boundaries of the optimized 42 PSS parameters stay fixed throughout the optimization process. They are given as following:

\[
1 \leq K_i \leq 40
\]

\[
0.01 \leq T_{ij} \leq 1
\]

\[
0.01 \leq T_{ij} \leq 1
\]

\[
i = 1, 2, \ldots, N_{PSS} ; \quad N_{PSS} = 14
\]

The optimized PSS parameters’ values are given in Table IV, appendix.

The multiobjective function evolution as a function of generation number is given in Fig. 3. The multiobjective function attains at the end of the optimization a value of 1.153. But, it is clear that the convergence rate decreases significantly from the 150th generation.

Fig. 4 gives the electromechanical mode repartition of the closed-loop system. It is noticed that all modes are shifted in the D-stability region. The minimum damping factor and the maximum eigenvalue real part are respectively: \( \zeta_{min} = 16.2\% \), \( \sigma_{max} = -0.99 \).

C. PSS design by GA-based dynamic search spaces

The proposed approach based on dynamic search spaces is now applied. For the optimization initialization, the same search spaces used in the ordinary GA optimization, as given in (6), is taken. The same fixed PSS parameters’ values and the same GA parameter setting, (Tables II and III, appendix), are also used. The optimized PSS parameters’ values are given in Table IV, appendix.

This application shows clearly that the expansion of some
optimized parameters beyond their initial search space boundaries allows a well improving in the multiobjective function evolution, as shown in Fig. 5. In this case, the multiobjective function attains rapidly, at the 110th generation, a value of 1.153 which is equal to the final value in the previous case. Then, it continues to improve and attains a value of 1.345 at the end of the optimization.

![Multiobjective function evolution](image)

**Fig. 5 Multiobjective function evolution**

To evaluate the optimization effectiveness, in terms of optimal multiobjective function value and convergence rate, the following table summarizes a comparison of the obtained results of the GA-based:

- fixed search space boundaries (FSSB),
- dynamic search space boundaries (DSSB).

<table>
<thead>
<tr>
<th></th>
<th>FSSB</th>
<th>DSSB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal multiobjective function value</td>
<td>1.153</td>
<td>1.345</td>
</tr>
<tr>
<td>Relative Optimal value % (compared to FSSB)</td>
<td>-----</td>
<td>16.6%</td>
</tr>
<tr>
<td>Relative convergence rate % (compared to FSSB)</td>
<td>-----</td>
<td>60%</td>
</tr>
</tbody>
</table>

**TABLE I**

RESULT COMPARISON

By way of an example, Fig. 6 illustrates the optimization evolution of the PSS parameter $K_{(13)}$ (PSS connected to the generator 67) when using fixed search space boundaries and then when using dynamic search spaces boundaries.

- On the Fig. 6-a, the PSS gain $K_{(13)}$ attains and remains, from the 125th generation generally, at values that are very close to the maximum boundary of the related search space.
- Contrariwise, on the Fig. 6-b, the gain takes, from the 150th generation, new values that are higher than the initial maximum boundary of the related search space. The final value is 45.34.

This can demonstrate clearly the approach effectiveness in finding the optimal parameter values against the problem arisen when using fixed search space boundaries.

![Optimization evolution of the PSS parameter ($K_{(13)}$):](image)

**Fig. 6 Optimization evolution of the PSS parameter ($K_{(13)}$):**

a: using fixed search space boundaries
b: using dynamic search space boundaries

Concerning the optimization effectiveness in enhancing the global system stability, this can be confirmed by the eigenvalue analysis and nonlinear system simulations.

For eigenvalue analysis, Fig. 7 illustrates the system electromechanical mode repartition in the complex s-plane. It is clear that all modes are well shifted in the D-stability region with $\zeta_{min} = 14.48\%$ and $\sigma_{max} = -1.2$.

![Electromechanical modes of closed-loop system](image)

**Fig. 7 Electromechanical modes of closed-loop system**
The nonlinear time domain simulations were carried out for a three phase-fault, with duration of 100 ms on the line 25#60, assuming also that the two lines (16#17 and 25#26) are out of service. The performance of the PSSs tuned based on dynamic search spaces is compared to that of the PSSs tuned using fixed search spaces. The speed deviations of generators G.53, G.56, G.60, and G.68, under the proposed fault, are shown in Fig. 8.

![Generator speed variations](image)

Fig. 8 Generator speed variations under a big disturbance:

a: based fixed search space optimization
b: based dynamic search space optimization

To demonstrate the system performance robustness of the proposed method, the performance index, Integral of Time multiplied Absolute value of Error (ITAE), is being used as:

\[
ITAE = \int_0^T \left( |\Delta \omega_1| + |\Delta \omega_2| + \cdots + |\Delta \omega_6| \right) dt
\]

It is worth mentioning that the lower the value of this index is, the better the system response in terms of time-domain characteristics.

Applying this index relation on the optimization-based dynamic search spaces gives \( ITAE_{(DSSB)} = 25.83 \). On the other hand, the index value for the optimization-based fixed search spaces is \( ITAE_{(FSSB)} = 48.80 \).

Thus, it can be clearly proved the superiority of the system performance robustness in term of ‘ITAE’ index when using the optimization approach based on dynamic search spaces compared to the optimization-based fixed search spaces.

V. CONCLUSION

In this paper, an approach of GA optimization-based dynamic search space boundaries has been proposed. The approach effectiveness is validated on multimachine PSS tuning for enhancing power system stability. In the ordinary GA, the optimization performance is often restricted by the choice of the search space boundaries of the parameters to be optimized. In our approach, the possibility to overcome this problem has been proved by releasing the search space boundaries during the optimization running. The PSS parameters of the New England/New York multimachine power system are optimized via GA-based dynamic search space approach and compared to the results obtained when using fixed search spaces. The analysis of the multiobjective function evolution shows that a well improvement in the GA performance and convergence can be then obtained. Thus, it is possible to make the GA optimization independent of the initial choice of search space boundaries. The eigenvalue analysis and nonlinear system simulations are also carried out. A well enhancement of the system performance characteristics is remarked in terms of performance robustness and global system stability.

APPENDIX

<table>
<thead>
<tr>
<th>TABLE II</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSS FIXED PARAMETERS</td>
</tr>
<tr>
<td>T w, T 2, T 4</td>
</tr>
<tr>
<td>10 0.1 0.05</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE III</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA PARAMETER SETTING</td>
</tr>
<tr>
<td>Population size</td>
</tr>
<tr>
<td>Variable number / PSS</td>
</tr>
<tr>
<td>Crossover probability P c</td>
</tr>
<tr>
<td>Mutation probability P m</td>
</tr>
<tr>
<td>Generation number</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSS OPTIMIZED PARAMETERS</td>
</tr>
<tr>
<td>N°</td>
</tr>
<tr>
<td>K</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
</tbody>
</table>
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Fig. 9 A single line representation of a 16-generator and 68-bus power system