Abstract—Many studies have focused on the nonlinear analysis of electroencephalography (EEG) mainly for the characterization of epileptic brain states. It is assumed that at least two states of the epileptic brain are possible: the interictal state characterized by a normal apparently random, steady-state EEG ongoing activity; and the ictal state that is characterized by paroxysmal occurrence of synchronous oscillations and is generally called in neurology, a seizure.

The spatial and temporal dynamics of the epileptogenic process is still not clear completely especially the most challenging aspects of epileptology which is the anticipation of the seizure. Despite all the efforts we still don’t know how and when and why the seizure occurs. However actual studies bring strong evidence that the interictal-ictal state transition is not an abrupt phenomena. Findings also indicate that it is possible to detect a preseizure phase.

Our approach is to use the neural network tool to detect interictal states and to predict from those states the upcoming seizure (ictal state). Analysis of the EEG signal based on neural networks is used for the classification of EEG as either seizure or non-seizure. By applying prediction methods it will be possible to predict the upcoming seizure from non-seizure EEG.

We will study the patients admitted to the epilepsy monitoring unit for the purpose of recording their seizures. Preictal, ictal, and post ictal EEG recordings are available on such patients for analysis. The system will be induced by taking a body of samples then validate it using another. Distinct from the two first ones a third body of samples is taken to test the network for the achievement of optimum prediction. Several methods will be tried Backpropagation ANN and RBF.
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I. INTRODUCTION

THE work accomplished in this study aimed to find among a set of EEG digital recordings [16], the set of features derived from the EEG which can be used to distinguish seizures from non-seizures sections of EEG [1]–[5] and [9]–[12].

The work is a continuation of a study made in 1999 at Oxford University [6][13]. We have applied the classification methods on long term recordings of 5 patients having several seizures per patient, and then studied the application of neural networks for the classification of EEG, as either seizure or non-seizure. We have applied several methods to make the prediction of future seizures from a previous seizure section as well as from a non-seizure section.

The training of the neural network system was done using a set of data from a number of patients while the test of the system was done on a different set of data from other patients. We have compared the results according to the sensitivity, and specificity of detection [6],[14] and we have concluded that with MLP we can predict a seizure 460ms before it happens, but if we can develop the study on time series networks, longer term prediction could be done. The following two figures; Fig. 1 and Fig. 2 represent an ictal section and a non-ictal section.

Fig. 1 Section of 250 ms of ‘ictal’ phase

Fig. 2 Section of 400 ms of ‘non-ictal’ phase
The EEG signal has been partitioned in sections from 80 ms to 1000 ms, this choice of the length is made to assure that several seizures spikes can be included inside the sections away from the limits and the sections are small enough in order to have a stationary signal in the frequency domain.

II. METHODS AND RESULTS

Among the features, we have chosen the reflection coefficients $k_1$ and $k_2$ that provide frequency domain information. We have calculated $k_1$ and $k_2$ using the linear prediction. For a signal $x$ the linear prediction ($p$ order) of the element $y(n)$ is a linear combination of the $p$ preceding values $y(n-1), y(n-2), ..., y(n-p)$ therefore:

$$\hat{y} = - \sum a_k y(n-k) \quad with \: k = 1, ..., p \tag{1}$$

$a_k$ are the prediction coefficients. Prediction error for $p$-order predictions is given by:

$$f_p(n) = y(n) - \hat{y}(n) \tag{2}$$

The construction of reflection coefficients ($k_m$) use the error generator ($g(n)$) as a filter with input $y$. The Filter is given by the following equation:

$$f_m(n) = g_m(n) = y(n)$$

$$f_m(n) = f_{m-1}(n) + k_m g_{m-1}(n-1) \tag{3}$$

$$g_m(n) = k_m f_{m-1}(n) + g_{m-1}(n-1)$$

with $m = 1, 2, ..., p$

The classification between ictal and non-ictal sections according to $k_1$, $k_2$ is given in Fig. 3 and Fig. 4.

From Figs. 3 and 4 we can deduce that in ictal sections the reflection coefficient values are superior to their values in non-ictal sections.

Another feature has been used, the total power of the signal:

$$P_{\text{tot}} = \int |X(\omega)|^2 \, d\omega \tag{4}$$

With the Fourier transform coefficients calculated between 2 frequencies. The classification between ictal and non-ictal sections is represented as follows:

We found that the total power parameter is a reliable classifier parameter for any kind of EEG waveform. The power in ictal sections is much higher than in Non-ictal sections.

Sometimes ictal sections can have the anomaly ‘spike and wave’ with spikes of EEG, accompanied with generalized wave represented by high amplitude over a frequency band of 20 Hz. Non-ictal sections also includes sometimes the
generalized wave. But what we experienced is that in all cases power in Ictal sections is always higher than in Non-Ictal sections.

We have also used the limited power after filtering the signal between 3-20Hz, in order to limit the effect of very low and very high frequency. The histogram is shown in Fig. 6:

![Fig. 6 Histogram of the limited power Plim](image)

Among all those parameters k1, k2, Ptotal, Plim, the total power is the most reliable parameter for classification even if the limited power is better than the reflection coefficients k1,k2.

The rhythmicity feature of ictal sections in the EEG signal has been used for the classification between ictal and non-ictal sections:

It is possible that the power in certain frequency bands will reveal differences between ictal and non-ictal signals.

The rhythmicity is calculated by using the power in the dominant frequency

\[ P_{\text{max}} = \max \left\{ \Delta f / 2 \left( |X_{\text{i}}|^2 + 2 |X_{\text{r}}|^2 + |X_{\text{nr}}|^2 \right) \right\} \] (5)

With
1. \( 0 \leq i \leq k \) is the number of points in the frequency domain.
2. \( \Delta f \) is the frequency margin between successive points.
3. \( X_{\text{i}} \) is the \( i \) th point in the frequency domain.

The dominant power could be very close to the remaining signal power, in Ictal sections and much higher than the remaining signal power in Non-Ictal sections. Thus, we define

rhythmicity = \frac{\text{Power in the dominant frequency band}}{\text{Remaining signal power}} \quad (6)

The histogram of the rhythmicity, Fig. 7 shows that the rhythmicity is not a good factor of classification between Ictal and Non-Ictal sections because the values in both sections are close to each other.

![Fig. 7 Histogram of the rhythmicity](image)

We represent the visualizing of pairs of parameters and their effect on the classification. Fig. 8, Fig. 9, and Fig. 10 show that with 2 parameters classification is better.

A) Prediction System Based on Neural Networks

The parameters Ptotal, Plim, k1, k2, and the rhythmicity will be used as inputs to train several forms of neural networks.

The function of prediction is:

\[ x(t + d) = f(x(t), \ldots, x(t_n + 1)) = f(y(t)) \] (7)

with \( y(t) \) is the vector of \( n \) values of \( x \) at \( n \) instants and \( d=1 \), \( f(t) \) predict the next value \( x(t+1) \) of \( x(t) \).

![Fig. 8 k1 versus k2 for both ictal and non-ictal data](image)
TABLE I
SAMPLE OF THE DATA-FILE REPRESENTING THE 5 PARAMETERS AND THE TYPE OF THE SECTION FROM WHERE THEY ARE USED IN EACH CASE ICTAL AND NON-ICTAL CALCULATED

<table>
<thead>
<tr>
<th>k1</th>
<th>k2</th>
<th>tot-p</th>
<th>b-lim-p</th>
<th>rhythm</th>
<th>Time (sec)</th>
<th>types</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.285997</td>
<td>0.693958</td>
<td>1106.464</td>
<td>243.111</td>
<td>0.000125</td>
<td>6.44</td>
<td>ep-sp</td>
</tr>
<tr>
<td>0.601432</td>
<td>-1.56869</td>
<td>638.8328</td>
<td>143.4019</td>
<td>0.074267</td>
<td>6.9</td>
<td>ep-sp</td>
</tr>
<tr>
<td>2.426349</td>
<td>5.637564</td>
<td>0</td>
<td>0</td>
<td>0.870225</td>
<td>368.46</td>
<td>non-sp</td>
</tr>
<tr>
<td>-3.27822</td>
<td>-15.8026</td>
<td>158.0583</td>
<td>4.484681</td>
<td>27.33341</td>
<td>198.72</td>
<td>ep-sp</td>
</tr>
<tr>
<td>-15.5915</td>
<td>1.780949</td>
<td>0</td>
<td>0</td>
<td>0.741701</td>
<td>369.38</td>
<td>non-sp</td>
</tr>
<tr>
<td>1.129749</td>
<td>-0.66082</td>
<td>0</td>
<td>0.267886</td>
<td>0.688781</td>
<td>369.84</td>
<td>non-sp</td>
</tr>
<tr>
<td>-4.08498</td>
<td>-1.2235</td>
<td>141.965</td>
<td>12.56221</td>
<td>0.710469</td>
<td>198.26</td>
<td>ep-sp</td>
</tr>
<tr>
<td>0.056722</td>
<td>0.168244</td>
<td>0</td>
<td>0</td>
<td>0.801182</td>
<td>368.92</td>
<td>non-sp</td>
</tr>
<tr>
<td>1.489458</td>
<td>-2.12027</td>
<td>3.206554</td>
<td>0.140827</td>
<td>353.8896</td>
<td>199.18</td>
<td>ep-sp</td>
</tr>
<tr>
<td>0.104254</td>
<td>1.217091</td>
<td>150.2014</td>
<td>0</td>
<td>2.355663</td>
<td>199.64</td>
<td>ep-sp</td>
</tr>
</tbody>
</table>

Fig. 9 Ptot versus Plim for both ictal and non-ictal data

Fig. 10 Rythmicity versus Plim for both ictal and non-ictal data

1) Training

At every prediction we have changed the dimension of the input vector, the number of hidden layers and the number of nodes. The optimal dimension of the input vector is given according to the efficiency of the prediction that is given by the two parameters sensitivity and specificity. We define sensitivity and specificity as follows:
\[
\text{Sensitivity} = \frac{\text{correctly predicted positives}}{\text{total actual positives}} \tag{8}
\]

\[
\text{Specificity} = \frac{\text{correctly predicted negatives}}{\text{total actual negatives}} \tag{9}
\]

(positives means ictal, and negatives means non-ictal).

The optimal numbers of hidden layers as well as the optimal number of nodes defined during the training are determined using the genetic algorithm.

2) Cross-Validation
Periodically the network is tested using the cross-validation, using other set of data than the one used for training and the performance must increase from test to test, if it doesn’t the training is stopped. The cross-validation is a recommended criteria to stop training at the right moment.

3) Test
We have used another patient with new data file containing 500 sections as follows:
We have predicted ictal sections from previous ictal sections, and we have predicted ictal and preictal sections (sections that appears between two ictal sections) from both ictal and non-ictal sections.

In order to assure the convergence of the prediction we used random inputs (using the randomizing technique), and by varying the momentum \(m\) in the following formula where \(m\) is added at the last value of the weight:
\[
\Delta w_{ij}(t) = \mu_i \delta_i y_i + m \Delta w_{ij}(t-1) \tag{10}
\]
with \(0 < m < 1\), as a new global parameter obtained during the test by calculating the error of prediction.

We have used the 5 input parameters \(k1, k2, P_{total}, P_{lim}, Rhythmicity\), but we predicted only one parameter that is \(k1\), so the output of the network has one node.

a) Prediction of the Reflection Coefficient \(k1\) during the Training
The training was done with \(k1\) as input. The training needed a network MLP with 14 layers of 6 nodes each. Fig. 11 is the output detected and desired for \(k1\).

In order to assure the convergence of the prediction we used random inputs (using the randomizing technique), and by varying the momentum \(m\) in the following formula where \(m\) is added at the last value of the weight:
\[
\Delta w_{ij}(t) = \mu_i \delta_i y_i + m \Delta w_{ij}(t-1) \tag{10}
\]
with \(0 < m < 1\), as a new global parameter obtained during the test by calculating the error of prediction.

We have used the 5 input parameters \(k1, k2, P_{total}, P_{lim}, Rhythmicity\), but we predicted only one parameter that is \(k1\), so the output of the network has one node.

In order to assure the convergence of the prediction we used random inputs (using the randomizing technique), and by varying the momentum \(m\) in the following formula where \(m\) is added at the last value of the weight:
\[
\Delta w_{ij}(t) = \mu_i \delta_i y_i + m \Delta w_{ij}(t-1) \tag{10}
\]
with \(0 < m < 1\), as a new global parameter obtained during the test by calculating the error of prediction.

We have used the 5 input parameters \(k1, k2, P_{total}, P_{lim}, Rhythmicity\), but we predicted only one parameter that is \(k1\), so the output of the network has one node.

We have used the 5 input parameters \(k1, k2, P_{total}, P_{lim}, Rhythmicity\), but we predicted only one parameter that is \(k1\), so the output of the network has one node.

a) Prediction of the Reflection Coefficient \(k1\) during the Training
The training was done with \(k1\) as input. The training needed a network MLP with 14 layers of 6 nodes each. Fig. 11 is the output detected and desired for \(k1\).

The prediction is poor with only \(k1\) as input of MLP, the sensitivity concerning 400 epochs is 10%.
Fig. 14 shows the prediction of next ictal section from ‘ictal’ and ‘non ictal’ sections with one parameter as input of MLP:

![Fig. 14 Test of 400 sections onset of the third patient by MLP (in red, desired values and in blue predicted values after 0.46s predicting k1 of the next section)](image)

**Sensitivity = 10 %  Specificity = 2 %**

The prediction of k1 is poor even when ‘ictal’ and ‘non ictal’ sections are used, we explain those results from the fact that using only k1 as input parameter is not enough, it is better to use the 5 defined parameters as input.

**b) Prediction of Coefficient k1 from k1, k2, Ptot, Plim, rhythmicity as Input Parameters the Training Results in a Network of 20 Layers with 5 Nodes Each**

![Fig. 15 Detection of k1 while training with MLP (in blue), and desired k1 (in red)](image)

The results of the detection is much better, detected and desired k1 have close values.

![Fig. 16 Training error (blue) and cross validation error (in red)](image)

**The training with 5 input parameters and with one input parameter, results in the rapid convergence of the detection error to 0.**

We have tested the prediction of ictal sections from previous ‘ictal’ sections with 5 parameters as inputs of the trained MLP, on a third patient and Fig. 17 shows the result:

![Fig. 17 Test of MLP prediction network for the third patient](image)

In this case the prediction with 5 input parameters is better, values predicted (in blue) and desired in red. **The prediction is good because sensitivity is calculated and it is 88%**.

Now we have done the prediction of k1 in the next ictal section from both previous ‘ictal’ and ‘non ictal’ sections, Fig. 18 shows the result:
The conclusion is that with an MLP of 100 nodes it is possible to predict the next section before 0.46s with a high efficiency from both previous ictal and non-ictal sections.

III. CONCLUSION

In this research we have tried to predict the epileptic seizure based on neural networks. We have applied the parameters that most likely can represent the long term EEG signal as inputs of the multilayer neural network. We have trained the network in order to detect the ictal and non-ictal sections; then we have tested the network for prediction and we have determined the sensitivity and specificity of the prediction. We can conclude that with 5 parameters used as inputs of the MLP network, the prediction has a high sensitivity and a high specificity (88%). The MLP can predict at short term (0.46s), only the next section. In order to predict long term sections we must use recurrent networks TLRN ("Time Lag Recurrent Network"), RN ("Recurrent Network"), and Elman & Jordan [14], [19].

But it has been demonstrated in[7], [18] that in some cases of chaotic time series MLP networks are superior to recurrent networks in term of rapid convergence and results stability.

We suggest that in further studies we apply the recurrent networks for the long term prediction of ictal sections in order to find the best way of seizure prediction either with MLP or with recurrent network.

But recurrent networks need much more layers and much more nodes, as well as more onsets on more patients; professional neural network software is needed to realize our aims.
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