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Abstract—Network on Chip (NoC) has emerged as a promising on chip communication infrastructure. Three Dimensional Integrate Circuit (3D IC) provides small interconnection length between layers and the interconnect scalability in the third dimension, which can further improve the performance of NoC. Therefore, in this paper, a hierarchical cluster-based interconnect architecture is merged with the 3D IC. This interconnect architecture significantly reduces the number of long wires. Since this architecture only has approximately a quarter of routers in 3D mesh-based architecture, the average number of hops is smaller, which leads to lower latency and higher throughput. Moreover, smaller number of routers decreases the area overhead. Meanwhile, some dual links are inserted into the bottlenecks of communication to improve the performance of NoC. Simulation results demonstrate our theoretical analysis and show the advantages of our proposed architecture in latency, throughput and area, when compared with 3D mesh-based architecture.
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I. INTRODUCTION

With the development of the semiconductor technology, large quantities of transistors are available on a single chip, which allows designers to integrate numerous processors together with large amounts of embedded memory [1][2]. In order to alleviate the complex communication issues which occur as the number of on-chip components increases, Network on Chip (NoC) architecture has been recently proposed as a promising communication paradigm to replace global interconnects [3][4][5]. NoC provides lower power consumption and better performance, flexibility and scalability compared to previous solutions for on-chip communication [3][6][7].

The ability of the network to efficiently disseminate information depends largely on the underlying topology architecture [3]. The simplicity and regularity of grid structures make design approaches based on such a modular topology (e.g., mesh and torus) very attractive [3]. High radix networks like the flattened butterfly [8] reduce latency and power by reducing the number of intermediate routers. However, they increase the number of long wires. Three Dimensional Integrate Circuit (3D IC) emerges as an attractive option, for the reduction of interconnection length and the added interconnect scalability in the third dimension offer an opportunity to further improve the performance of NoC. As show in Fig.1, 3D mesh-based NoC provides the interconnect scalability in the third dimension. Moreover, the length of the through-via interconnection between layers ranges from 5 μm to 50 μm [3], which is much smaller than the intra-layer wiring length.

In this paper, a hierarchical cluster-based interconnect architecture is merged with the 3D IC. Compared with 3D mesh-based topology, this topology reduces the number of intermediate routers and leads to lower latency and area. Moreover, the added interconnect scalability in the third dimension and the small interconnection length between layers reduce the number of long wires. Meanwhile, in order to improve the throughput of the network, we insert some dual links into the bottlenecks of communication.

The rest of this paper is organized as follows. Section II describes our proposed interconnect architecture. Section III gives the performance analysis. In Section IV we show the simulation results compared with 3D mesh-based topology. Finally, in Section V we draw conclusions.

II. PROPOSED INTERCONNECT ARCHITECTURE

In this section, we first describe the hierarchical cluster-based topology for 2D NoC, and then expand it to 3D NoC.

A. Hierarchical Cluster-Based Topology for 2D NoC

The hierarchical cluster-based interconnect architecture for 2D NoC is showed in Fig. 2. Each local router is connected with four IPs and meanwhile each local router is connected to higher hierarchy router, namely global router. Thus, the communications from local router to global router become the bottlenecks of the whole network, and we insert dual links to improve the throughput. This topology contains $4^n$ Intelligence Properties (IPs) and approximately $4^n-1$ routers, where $n$ is the number of the hierarchies. Therefore, there are small number of intermediate routers in this topology. However, the interconnect length from the local router to the global router gets longer when the number of IPs increasing.

Fig. 1. The interconnect architecture of the 3D mesh-based NoC.
A. Average Number of Hops

Intuitively, our proposed topology has smaller average number of hops than 3D mesh-based topology, because our topology only has approximately a quarter of routers in 3D mesh-based topology. Next, we will calculate and compare the average number of hops in the two topologies in which each layer has 16 IPs ($4 \times 4$).

In our discussion, it is assumed that the destination addresses of the generated messages are uniformly distributed across all of the IP cores and meanwhile each IP core doesn’t send messages to itself.

In our proposed topology, the close form expression of the average number of hops, denoted by $H_{our}$, is given by,

$$H_{our} = \frac{16k^2 + 72k - 16}{3(16k - 1)} \quad (1)$$

where $k$ is the number of layers in 3D NoC. The proof of equation (1) is given in the Appendix A.

In 3D mesh-based topology, the average number of hops, denoted by $H_{3D-mesh}$, is given by [9]

$$H_{3D-mesh} = \frac{16k^2 + 120k - 16}{3(16k - 1)} \quad (2)$$

Compared with 3D mesh-based topology, the average number of hops in our topology is smaller, which is showed in Fig.4. Moreover, the decrement, denoted by $H_{3Dmesh-our}$, is given by

$$H_{3Dmesh-our} = H_{3D-mesh} - H_{our} = \frac{16k}{16k - 1} \quad (3)$$

B. Single Link Versus Multiple Links

One of the key differences between on chip and inter-chip interconnects is that there are more wire resources on chip, while inter-chip connections are normally limited by available chip IO pins [10]. One way is to increase the width of the links in NoC to improve performance [11], we explore another option of increasing the number of links in the bottlenecks of
the communication. The difference between multi-link architecture and virtual channels is that virtual channels increase the number of buffers and utilization of links, while multi-link architecture increases the number of connecting links and then improves the bandwidth of communication. Therefore, inserting some links into the bottlenecks of the communication can improve the performance (e.g., latency and throughput) efficiently. However, multi-link architecture increases the area overhead. For the tradeoff between performance and area, we only insert some dual links in the bottlenecks of communication in NoC.

IV. PERFORMANCE EVALUATION

In order to evaluate the performance of our proposed interconnect architecture, we compare it with 3D mesh-based architecture. VHDL language is used to design our performance simulation platform, because it is believed that platform designed by hardware description language is more similar to realistic on-chip network [3].

We set up a standard simulation model as follows:
1) Both interconnect architectures have 32 IP cores (4 × 4 × 2).
2) Fixed-length messages are broken into 8 flits, and each flit is 32 bits wide.
3) IP cores independently generate messages and follow a Poisson process.
4) Message destinations are uniformly distributed across all the IP cores.
5) Each physical link has 4 virtual channels.
6) Wormhole switch and shortest path routing is used.
7) Buffers in the source IP core have infinite capacity.

The project is synthesized in Stratix EP1S80F1508C5.

Next, we evaluate the performance of the two interconnect architectures. Fig.5 shows the comparison of the average latency versus injection load in the network. Simulation results show that compared with 3D mesh-based architecture, the average latency in our architecture decreases by 17%, the maximal throughput increases by 17% and the area overhead decreases by 25%.
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2) Fixed-length messages are broken into 8 flits, and each flit is 32 bits wide.
3) IP cores independently generate messages and follow a Poisson process.
4) Message destinations are uniformly distributed across all the IP cores.
5) Each physical link has 4 virtual channels.
6) Wormhole switch and shortest path routing is used.
7) Buffers in the source IP core have infinite capacity.

The project is synthesized in Stratix EP1S80F1508C5.

First, we clarify the definitions of the latency, throughput and area overhead discussed in this section [12]. The latency, which is measured by cycles, is defined as the length of time elapsed between the occurrence of the message header at the source IP core and the reception of the message tail at the destination IP core. The throughput, denoted by $TP$, is defined by
\[
TP = \frac{M \times L}{T \times T}
\]
where $M$ is the number of messages that successfully arrive at their destination IPs. $L$ denotes the message length measured by flits. $I$ is the number of IP cores in NoC. $T$ refers to the time (in cycles) from the occurrence of the first message generation and the last message reception. Therefore, throughput is measured as the maximal load that the network is capable of physically handling. Area overhead is the area required by all routers.

Next, we evaluate the performance of the two interconnect architectures. Fig.5 shows the comparison of the average latency. Table I compares the maximal throughput and area overhead.

It is observed in Fig.5 that compared with 3D mesh-based architecture, the average latency in our architecture decreases by 17% at most. In Table I, the maximal throughput increases by 8.5% and the area overhead in logical elements(LEs) decreases by 25% mainly caused by smaller number of routers.

In this paper, we propose a dual-link hierarchical cluster-based interconnect architecture for 3D NoC. It only has approximately a quarter of routers in 3D mesh-based architecture, which results in low area overhead and small average number of hops. The decrease of the average number of hops leads to a decrease of average latency and an increase of throughput. Moreover, in order to improve performance, we insert dual links into some connections which are the bottlenecks of communication in the network. Simulation results show that compared with 3D mesh-based architecture, the average latency in our architecture decreases by 17%, the maximal throughput increases by 8.5% and the area overhead decreases by 25%.

V. CONCLUSION

In this paper, we propose a dual-link hierarchical cluster-based interconnect architecture for 3D NoC. It only has approximately a quarter of routers in 3D mesh-based architecture, which results in low area overhead and small average number of hops. The decrease of the average number of hops leads to a decrease of average latency and an increase of throughput. Moreover, in order to improve performance, we insert dual links into some connections which are the bottlenecks of communication in the network. Simulation results show that compared with 3D mesh-based architecture, the average latency in our architecture decreases by 17%, the maximal throughput increases by 8.5% and the area overhead decreases by 25%.

APPENDIX A

PROOF OF EQUATION (1)

Assume $k$ is the number of layers in 3D NoC and each layer has 16 IPs. $H_{ij}$ denotes the total hops from one source IP which is in layer $i$ to destination IPs which are in layer $j$. Thus, we can get the results as follow:

\[
H_{ii} = 0 \times 3 + 2 \times 12 = 24, \forall i \in [1, k]
\]
\[
H_{ij} = |j - i| \times 16 + 0 \times 4 + 2 \times 12 = |j - i| \times 16 + 24, \forall i, j \in [1, k]
\]

The total hops from one source IP which is in layer $i$ to destination IPs which are in all layers (the number is $16k - 1$), denoted by $T_i$, is given by
\[
T_i = \sum_{j=1}^{k} H_{ij} = H_{i1} + H_{i2} + ... + H_{ik}
\]
Thus, we can get the results as follow:

\[ T_1 = H_{11} + H_{12} + H_{13} + \ldots + H_{1k} = 24 + (24 + 16 \times 1) + (24 + 16 \times 2) + \ldots + (24 + 16 \times (k - 1)) = 24k + (1 + 2 + \ldots + (k - 1)) \times 16 \]

\[ T_2 = H_{21} + H_{22} + H_{23} + \ldots + H_{2k} = (24 + 16 \times 1) + 24 + (24 + 16 \times 1) + \ldots + (24 + 16 \times (k - 2)) = 24k + (1 + 1 + 2 + \ldots + (k - 2)) \times 16 \]

\[ \vdots \]

\[ T_{k-1} = H_{(k-1)1} + H_{(k-1)2} + H_{(k-1)3} + \ldots + H_{(k-1)k} = (24 + 16 \times (k - 2)) + (24 + 16 \times (k - 3)) + \ldots + 24 \]

\[ T_k = H_{k1} + H_{k2} + H_{k3} + \ldots + H_{kk} = (24 + 16 \times (k - 1)) + 24 \]

Next, we can calculate the average number of hops, denoted by \( H_{\text{out}} \), in our architecture as follow:

\[ H_{\text{out}} = \frac{1}{k} \sum_{i=1}^{k} T_i / (16k - 1) = (24k^2 + 16k(k - 1)\left(\frac{k + 1}{3}\right))/(16k - 1) = (16k^2 + 72k - 16)/(3 \times 16k - 1) \]

Until now, we have proved equation (1).
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