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Abstract—Sensor relocation is to repair coverage holes caused by node failures. One way to repair coverage holes is to find redundant nodes to replace faulty nodes. Most researches took a long time to find redundant nodes since they randomly scattered redundant nodes around the sensing field. To record the precise position of sensor nodes, most researches assumed that GPS was installed in sensor nodes. However, high costs and power- consumptions of GPS are heavy burdens for sensor nodes. Thus, we propose a fast sensor relocation algorithm to arrange redundant nodes to form redundant walls without GPS. Redundant walls are constructed in the position where the average distance to each sensor node is the shortest. Redundant walls can guide sensor nodes to find redundant nodes in the minimum time. Simulation results show that our algorithm can find the proper redundant node in the minimum time and reduce the relocation time with low message complexity.
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I. INTRODUCTION

Recent advances in electronics and wireless communication technologies have accelerated the development and applications of wireless sensor networks. A wireless sensor network consists of a large number of tiny, low-cost, low-power, and mobile sensor nodes, which are capable of observing the environment, processing data and communicating each other by radio. Such sensor networks have been intensively utilized in a wide range of applications such as medical treatment, unknown environment exploration, battlefield surveillance, and so on [1].

As shown in Fig. 1, the deployed sensor nodes are randomly scattered in a sensing filed. Each of the deployed sensor nodes performs tasks assigned previously and communicates each other to route sensing data back to the sink node (such as the communication links between sensor nodes A, B, C, D, and E).

After receiving the data, the sink node transforms the data into the useful information and then transmits it to users via Internet.

Due to the low-cost and the mobile computational capability of sensor nodes, they are usually deployed in the harsh or the human-unreachable environment to perform the sensing task. However, there is much accidental damage in the harsh environment such as a battlefield explosion or a volcanic eruption. Because of the environmental interference and the low-power essence of sensor nodes, sensor nodes are prone to failure unexpectedly. The faulty node introduces many errors into the network and corrupts the network. For example, the faulty node leaves a coverage hole [2] in the sensing field if it can not perform the sensing task. The sensor network fails to achieve its objectives when it can not provide the desired coverage. Moreover, when there is a coverage hole in the sensor network, the data transmission path through the coverage hole will be broken and needed to rebuild. The rebuilding process consumes much power and it is a heavy burden for sensor nodes due to the low power essence. Seriously, too more coverage holes may cause not only the damage of the node connectivity [3], but also the network partition. Some of the important data may lose and the data integrity may be greatly degraded upon the network partition.

In order to avoid the network partition and the coverage hole, it is necessary to find the redundant node to replace the faulty node as soon as possible. The process is called the sensor relocation. The sensor relocation consists of two stages. The first stage is to find the nearby redundant node in the sensor network. The second stage is to relocate the redundant node to replace the faulty node. For the first stage, early researches [4-6] randomly scattered redundant nodes around the sensing field. It takes a long time for the sensor network to find the redundant node due to the disorder arrangement of redundant nodes. Therefore, we propose a fast sensor relocation algorithm to arrange redundant nodes to form redundant walls. If a sensor node is faulty, the neighbors of the faulty node will find the nearest redundant node via redundant walls. For the second stage, T. Le et al. [6] moved the redundant node to replace the faulty node directly. Though their method was simple and easy to implement, it could not satisfy the timely requirement because of the low speed of the mobile sensor node. Thus, we utilize the concept of the cascaded movement [4] to replace the faulty node quickly.

On the other hand, in order to record the precise position of the faulty node, early researches [4, 5] assumed that the global position system (GPS) [7] was installed in each sensor node.
However, high costs and high power-consumptions of GPS are heavy burdens for sensor nodes. Furthermore, due to the interference of buildings and terrain obstructions, GPS can not work well in scenes such as the indoor, the seabed, and the battlefield. However, our fast sensor relocation algorithm can work well without GPS.

In summary, main contributions of this paper are as follows. In order to reduce the relocation time, we are the first sensor relocation algorithm to arrange redundant nodes to solve the disorder distribution of redundant nodes. Redundant nodes are arranged to form redundant walls. Redundant walls are constructed in the position where the average distance to each sensor node is the shortest. Thus, redundant walls can guide the sensor node to find the redundant node in the minimum time. In addition, our fast sensor relocation algorithm can work without GPS. As shown in simulation results, our algorithm is superior to T. Le et al.’s algorithm [6] in the time to find the redundant node, the relocation time to replace the faulty node and the message complexity.

The rest of this paper is organized as follows. Section 2 summarizes some related works. Section 3 introduces our system model and assumptions. Then, we propose the fast sensor relocation algorithm. Section 4 gives the simulation results for the proposed algorithm. Finally, Section 5 concludes this paper.

II. RELATED WORK

In this section, we briefly review the related works on the sensor relocation. As we mentioned in Section 1, we still separate the sensor relocation into two parts. The first part is to find the nearby redundant node in the sensor network. The second part is to relocate the redundant node to replace the faulty node.

For the problem of finding the nearby redundant node in the sensor network, G. Wang et al. [4] proposed a grid-quorum based solution. They separated the sensing field into $n \times n$ grids and chose a grid head in each grid. The grid head was responsible for monitoring sensor nodes in its grid. If the grid head found that there was a redundant node in its grid, the grid head sent the message about the position of the redundant node to all grid heads in the column. The grid head, which received the message, stored the position of the redundant node. If the grid head found that there was a faulty node in its grid, the grid head sent the request message to all grid heads in the same row. Since there must be an intersection in the row and the column, there must be at least one grid head which stored the position of the redundant node and received the request message. Thus, the grid head could find the redundant node eventually.

X. Li et al. [5] proposed the information-mesh structure instead of the grid structure. All redundant nodes sent notify messages to the nearest sensor node. The nearest sensor node stored the position of the redundant node and sent the message with the position of the redundant node to neighbor sensor nodes in the east, the west, the south, and the north. Sensor nodes, which received the position of the redundant node, forwarded the message in the same direction until there was no neighbor sensor node. After all sensor nodes finished forwarding the message, the information-mesh which stored the position of redundant nodes was formed. When there was a faulty node in the network, sensor nodes which found the faulty node sent request messages to search for the redundant node. When request messages intersected the information-mesh, sensor nodes could find the position of the redundant node via the information-mesh.

In order to record the location information of the redundant node, researches discussed above assumed that GPS was installed in each sensor node. However, high costs and high power-consumptions of GPS are heavy burdens for sensor nodes. Furthermore, due to the interference of buildings and terrain obstructions, GPS can not work well in scenes such as the indoor, the seabed, and the battlefield. Therefore, T. Le et al. [6] proposed their algorithm without GPS. They assumed that the low-energy node could broadcast the help message to search for the redundant node before its energy was exhausted. The redundant node, which received the help message, sent the reply message to the low-energy node. The low-energy node chose the nearest redundant node from many reply messages and notified the nearest redundant node to replace it. However, when the sensor node failed accidentally, the faulty node could not broadcast the help message and choose the nearest redundant node to replace it.

Thus, we hope our algorithm can work well without GPS and upon the accidental damage. Besides, researches discussed above randomly scattered redundant nodes around the sensing field. It takes a long time for the sensor network to find the redundant node due to the disorder arrangement of redundant nodes.

For the problem of relocating the redundant node to replace the faulty node, we separate related works into two parts. The first part is the cascaded movement. The second part is the direct movement.

Researches [4], [5] utilized the way of the cascaded movement (the shift movement). The cascaded movement means that the sensor node which found the faulty node builds a path between the redundant node and the faulty node. In order to reduce the relocation time, all sensor nodes along the path shift their position toward the faulty node at the same time. As shown in Fig. 2, $A$ is the redundant node and $D$ is the faulty node. When the sensor node $C$ finds that $D$ failed, $C$ searches for the redundant node. We assume that the sensor node $C$ finds the redundant node $A$ via the sensor node $B$, then nodes $C, B$, and $A$ will replace the faulty node by the cascaded movement. (When $C$ moves to $D$, $B$ moves to $C$, and $A$ moves to $B$ at the same time).

Fig. 2 An example of sensor node movement
T. Le et al. [6] utilized the way of the direct movement. As shown in Fig. 2, only the redundant node A moves to replace the faulty node D along the path. Sensor nodes B and C do not move. Though the direct movement was simple and easy to implement, the relocation time was much longer when the redundant node was far away from the faulty node.

Although researches [4], [5] can reduce the relocation time by the cascaded movement, they still can not reduce the time to find the redundant node due to the disorder arrangement of redundant nodes. Next, we will introduce how our fast sensor relocation algorithm can reduce the time to find the redundant node by arranging redundant nodes to form redundant walls. Besides, we will introduce how our algorithm replaces the faulty node by the cascaded movement.

III. A FAST SENSOR RELOCATION ALGORITHM

A. System Model and Assumptions

First, we assume that sensor nodes are deployed as the grid structure and the distance between each sensor node is \( R \) (\( R \) is the transmission range of each sensor node), as black nodes shown in Fig. 3. Redundant nodes are randomly scattered around the sensing field, as white nodes shown in Fig. 3. Second, we assume that each sensor node is equipped with the ultrasonic obstacle-detecting module [8]. Thus, the sensor node can detect the boundary and become the boundary node if the distance between the boundary and the sensor node is smaller than \( R \). Third, we assume that sensor nodes are synchronous [9], [10]. It means that each sensor node has the same clock cycle and performs the sensing task at the same time. Besides, we assume that sensor nodes can detect the direction by the electronic compass and each sensor node knows the length and the width of the sensing field. Moreover, we assume that sensor nodes can detect relative distances and angles to estimate the relative location information to nearby nodes [11-13]. Finally, in order to find the faulty node in time, sensor nodes periodically send hello messages to neighbor sensor nodes to verify whether they are alive. Next, we will introduce our fast sensor relocation algorithm in two parts. The first part is the redundant nodes arrangement algorithm. The second part is the faulty nodes replacement algorithm.

B. Redundant nodes arrangement algorithm

In order to find the redundant node as soon as possible, the redundant nodes arrangement algorithm arranges the deployed redundant nodes to the specific position to form redundant walls. In general, if the distance between redundant walls and the faulty node is shorter, the time to find the redundant node will be less. In addition, since each sensor node in the sensor network may fail, we desire to arrange redundant nodes to a proper position where the average distance from the redundant node to each sensor node is the shortest.

Fig. 3 is the 2-D scenario. For easy understanding, we consider the 1-D scenario first. As shown in Fig. 4, there are \( n \) sensor nodes in a row and the position of each sensor node is from 1 to \( n \). The distance between each sensor node is \( R \), and we deploy the redundant node in the position \( x \).

\[
D(x) = \frac{1}{n} \left[ (x-1)R + (x-2)R + \ldots + 0 + \ldots + (n-1-x)R + (n-x)R \right]
\]

Let \( D(x) \) be the average distance from the redundant node to each sensor node. Then, we obtain

To minimize \( D(x) \), we have

\[
x = \left\lfloor \frac{n+1}{2} \right\rfloor \text{ or } \left\lfloor \frac{n+1}{2} \right\rfloor + 1
\]

Since \( x = \left\lfloor \frac{n+1}{2} \right\rfloor \) or \( \left\lfloor \frac{n+1}{2} \right\rfloor + 1 \) stands for the center position of those \( n \) sensor nodes, we can conclude that the average distance from the redundant node to each sensor node is the shortest when we arrange the redundant node in the center position.

Therefore, if the redundant nodes arrangement algorithm can arrange redundant nodes to the center of the sensing field, the time to find the redundant node will be the shortest. After discussing the 1-D scenario in Fig. 4, we focus on the 2-D scenario in Fig. 3. We consider the 2-D scenario as two 1-D scenarios (one is row and the other is column). Thus, we hope that the redundant nodes arrangement algorithm can arrange half of redundant nodes to the center of the row and arrange the other half to the center of the column. After that, cross-redundant walls are formed in the center, as shown in Fig. 6. Next, we will introduce the following two steps of the redundant nodes arrangement algorithm. The first step is (1) Asking the boundary distance. The second step is (2) Forming the redundant wall.

1) Asking the boundary distance

First, each redundant node sends the \texttt{askBoundary} message to the nearest sensor node among its neighbor nodes to ask for the boundary distance. The boundary distance stands for the distance from the redundant node to the boundary. The
The nearest sensor node will propagate the redundant node replyBoundary message to the east or the west. The sensor node which receives the askBoundary message counts the boundary distance and forwards the askBoundary message to the next node in the same direction. Finally, after the boundary node receives the askBoundary message, the boundary node sends the replyBoundary message with the boundary distance back to the redundant node.

For example, as shown in Fig. 5, we assume that ID of the redundant node A is odd and ID of the redundant node B is even. The redundant node A sends the askBoundary message to the nearest sensor node C. Since ID of A is odd, C propagates the askBoundary message to the north or the south (Fig. 5 assumes that C propagates the askBoundary message to the north). The askBoundary message propagates to the next node in the same direction until the boundary node receives it. After the boundary node D receives the askBoundary message, D sends the replyBoundary message with the boundary distance back to A. After A receives the replyBoundary message, A can use the boundary distance to observe its position. In the same way as A, the redundant node B sends the askBoundary message to the nearest sensor node E. Since ID of B is even, E propagates the askBoundary message to the east or the west (Fig. 5 assumes that E propagates the askBoundary message to the east). After the boundary node F receives the askBoundary message, F sends the replyBoundary message back to B such that B can observe its position.

![Fig. 5 Asking the boundary distance](image)

2) *Forming the redundant wall*

After the redundant node receives the boundary distance, the redundant node moves to the center of the sensing field according to its ID. If its ID is odd, the redundant node moves to the center in the north-south direction. If its ID is even, the redundant node moves to the center in the east-west direction. If there are a large number of redundant nodes, the center of the sensing field will gather a lot of redundant nodes. If there are enough redundant nodes in the sensing field, those redundant nodes will form the redundant wall in the center.

The redundant wall will guide sensor nodes to find the redundant node. Since the redundant wall is formed, the sensor node can find the redundant node easily by sending the message to one of the four directions. When the message intersects the redundant wall, the sensor node can find the redundant node via the redundant wall.

However, in fact, redundant nodes in the center may not be enough to form a seamless redundant wall, which can guide all sensor nodes from anywhere to find the redundant node. Thus, after redundant nodes arrive the center of the sensing field, redundant nodes will send messages to notify neighbor sensor nodes the existence of redundant nodes.

Specifically, redundant nodes which move to the center in the north-south direction will send messages to notify neighbor sensor nodes in the east-west direction. Neighbor sensor nodes will propagate messages in the east-west direction until boundary nodes receive them. On the contrary, redundant nodes which move to the center in the east-west direction send messages to notify neighbor sensor nodes in the north-south direction accordingly. After all redundant nodes send messages to notify neighbor sensor nodes, seamless cross-redundant walls will be formed in the center of the sensing field.

For example, as shown in Fig. 6, the redundant node A moves to the center in the north-south direction since ID of A is odd. After A arrives the center of the sensing field, A sends the message to notify neighbor sensor nodes in the east-west direction to form the redundant wall. In the same way as A, the redundant node B moves to the center in the east-west direction since ID of B is even. After B arrives the center of the sensing field, B sends the message to notify neighbor sensor nodes in the north-south direction to form the redundant wall. After all redundant nodes send messages to notify their neighbor sensor nodes, seamless cross-redundant walls will be formed in the center of the sensing field.

![Fig. 6 Forming cross-redundant walls](image)

In different applications, we may hope to arrange redundant nodes to form different kinds of redundant walls, such as 3-redundant walls in Fig. 7. As shown in Fig. 7, redundant nodes are arranged in the north-south direction to form the 1st,
2\textsuperscript{nd}, and 3\textsuperscript{rd} redundant walls in the one-fourth, the two-fourths, and the three-fourths of the sensing field. In general, if the number of redundant walls increases, sensor nodes can find the redundant node more quickly. Thus, we separate redundant nodes into n groups to form n redundant walls. Each redundant node moves to the \([\text{ID mod } n]+1\)\textsuperscript{th} redundant wall according to its ID. For example, as shown in Fig. 7, we assume that ID of redundant nodes A, B, and C are 7, 5, and 9, respectively. A moves to the \([(7 \text{ mod } 3) +1]\)\textsuperscript{th} redundant wall (i.e., the 2\textsuperscript{nd} redundant wall). B moves to the \([(5 \text{ mod } 3) +1]\)\textsuperscript{th} redundant wall (i.e., the 3\textsuperscript{rd} redundant wall). C moves to the \([(9 \text{ mod } 3) +1]\)\textsuperscript{th} redundant wall (i.e., the 1\textsuperscript{st} redundant wall). After all redundant nodes move to those redundant walls, 3-redundant walls are formed in the sensing field.

![Fig. 7 Forming 3-redundant walls](image)

As we mentioned before, the redundant nodes arrangement algorithm can arrange redundant nodes into different kinds of redundant walls according to the application. Even if the number of sensor nodes increases or the deployment status changes, our algorithm can adjust redundant walls easily to reduce the time to find the redundant node. The redundant nodes arrangement algorithm is described in Fig. 8.

**Notations**
- \(d\): the direction of the packet
- \(n\): the number of redundant walls
- \(td\): the distance from the redundant node to the boundary

**Messages**
- \textit{askBoundary}: ask the nearest sensor node to calculate \(td\)
- \textit{replyBoundary}: reply the redundant node \(td\)

**At redundant node \(S_i\)**
- set \(td = 0\) and send \textit{askBoundary} \(S_n, S_m, d, td\) to the nearest sensor node \(S_k\)
- if (receive \textit{replyBoundary} \(S_n, S_m, d, td\))
  - move to the \([(\text{ID mod } n)+1]\)\textsuperscript{th} redundant wall according to its position to the boundary, \(td\)
  - send messages to neighbor sensor nodes in the \([(\text{ID mod } n)+1]\)\textsuperscript{th} redundant wall

**C. Faulty nodes replacement algorithm**

The procedure of the faulty nodes replacement algorithm is described as follows. All sensor nodes periodically send hello messages to neighbor sensor nodes to verify whether they are alive. If one of the neighbor sensor nodes did not reply, other neighbor sensor nodes conceive that the sensor node which did not reply is failed. To replace the faulty node, the sensor node which found the faulty node performs the following two steps. The first step is (1) Finding the redundant node. The second step is (2) Replacing the faulty node.

1) Finding the redundant node

For simplicity, we use the \textit{found-faulty node} to represent the sensor node which found the faulty node. In our scenario, found-faulty nodes are neighbor sensor nodes which are 1-hop distance to the faulty node, i.e., the north, the south, the east, and the west of the faulty node. Four found-faulty nodes send \textit{askRedundant} messages to search for the redundant node in the opposite direction of the faulty node. If the node which received the \textit{askRedundant} message has the information of the redundant node, it will send the \textit{replyRedundant} message with the information of the redundant node (i.e. hop counts to the redundant node) to the found-faulty node. Otherwise, it will propagate the \textit{askRedundant} message to the next node in the same direction until the information of the redundant node is found.

2) Replacing the faulty node

After the found-faulty node receives the information of the...
redundant node, it moves to the position of the faulty node to exchange its hop counts to the redundant node with other found-faulty nodes. The found-faulty node with the smallest hop counts replaces the faulty node. Other found-faulty nodes move back to their original position. If hop counts to the redundant node are equal, the found-faulty node with the smallest ID will replace the faulty node. When the found-faulty node moves to replace the faulty node, the position of the found-faulty node becomes a coverage hole. Once the following node detects the coverage hole caused by the found-faulty node, the following node will prepare to move to repair the coverage hole. However, the found-faulty node may move back to the original position if it fails to replace the faulty node. It will cause the oscillation between the found-faulty node and the following node. The oscillation will waste the power of sensor nodes. To avoid the oscillation, the following node will query the found-faulty node after a time period. If the following node does not receive the reply from the found-faulty node, it means that the found-faulty node has successfully replaced the faulty node. After that, following nodes move to repair the coverage hole by the cascaded movement.

For example, as dashed arrows shown in Fig. 9, sensor nodes C, D, E, and F send askRedundant messages to search for the redundant node in the opposite direction of the faulty node. D and E do not move to replace the faulty node since they cannot find the information of the redundant node. C receives the information of the redundant node H from the sensor node I. F stores hop counts to the redundant node G since F is on the redundant wall. Thus, as shown in Fig. 10, C and F move to the position of the faulty node to replace the faulty node. As shown in Fig. 11, C replaces the faulty node and F moves back to the original position since hop counts between C and H is smaller than hop counts between F and G. After that, following nodes I and H move to repair the coverage hole by the cascaded movement. The faulty nodes replacement algorithm is described in Fig. 12.

**Notations**

\( d \): the direction of the packet  
\( hc \): hop counts from the found-faulty node to the redundant node  

**Messages**

askRedundant: search the information of the redundant node  
replyRedundant: reply the sensor node its hop counts to the redundant node

At sensor node \( S_f \)

send hello messages to neighbor sensor nodes  
receive replies of hello messages from neighbor sensor nodes

```plaintext
if (there is no reply about \( S_f \) in this round) {
    \( S_f \) is assigned to be the faulty node  
    \( S_f \) is assigned to be the found-faulty node  
    set \( hc = 0 \) and send askRedundant \( S_f, d, hc \) to the next node in the opposite direction of \( S_f \)
}

if (receive askRedundant \( S_p, d, hc \)) {
    if (\( S_p \) has hop counts information \( hc \) to the redundant node)
        \( hc = hc + hc_i \)
        send replyRedundant \( S_p, d, hc \) to the next node in the opposite direction  
    else
        \( hc++ \)
        forward askRedundant \( S_p, d, hc \) to the next node in the same direction
```
If (receive replyRedundant $S_f$, $d$, $hc$) {
    forward replyRedundant $S_f$, $d$, $hc$ to the next node in the same direction
}

if (receive replyRedundant $S_f$, $d$, $hc$) {
    if (the position of $S_f$ is not replaced by other nodes)
        move $R$ to replace the faulty node $S_f$
        following nodes move to repair the coverage hole by the cascaded movement
}

Fig. 12 The faulty nodes replacement algorithm

IV. SIMULATION

A. Simulation environment

In the simulation, our algorithm is implemented using the ns-2 simulator (version 2.27). Sensor nodes are deployed as the grid structure in a 200m×200m square region and redundant nodes are randomly scattered around the sensing field. The distance and the communication range of each sensor node are both 20m. The speed of the mobile sensor node is 2.5 m/s.

In order to know the effectiveness in different network sizes, we simulate our algorithm in three scenes. The first scene is that 25 sensor nodes are deployed as 5×5 grid and 5 redundant nodes are randomly scattered around the sensing field. The second scene consists of 49 sensor nodes (7×7 grid) and 7 redundant nodes. The third scene consists of 81 sensor nodes (9×9 grid) and 9 redundant nodes.

Since our algorithm can form different kinds of redundant walls according to the application, we form three kinds of redundant walls, which are cross, 3, and 5-redundant walls to evaluate the effectiveness of different kinds of redundant walls. Besides, we compare our algorithm with T. Le’s algorithm in [5]. We measure the performance of both algorithms by four metrics: (1) the time to find the redundant node, (2) the relocation time, (3) the message complexity, and (4) the moving distance to replace the faulty node.

B. Simulation results

As shown in Fig. 13, no matter what kinds of redundant walls are, our algorithm spends less time to find the redundant node than T. Le’s algorithm. This is because our algorithm arranges redundant nodes to form redundant walls, whereas T. Le randomly scatters redundant nodes around the sensing field. Since redundant walls are constructed in the position where the average distance to each sensor node is the shortest, each sensor node can find the redundant node more quickly from nearby redundant walls. Besides, in Fig. 13, we can observe that T. Le’s algorithm spends more time to find the redundant node when the network size increases. The reason is that the distance from the redundant node to each sensor node becomes longer when the network size increases. Thus, their algorithm needs more time to find the redundant node.

Fig. 13 Time to find the redundant node (s)

As shown in Fig. 14, no matter what kinds of redundant walls are, our algorithm outperforms T. Le’s algorithm in the relocation time. Besides, the relocation time of T. Le’s algorithm increases dramatically as the network size increases. The reason is that T. Le’s algorithm replaces the faulty node by the direct movement, whereas our algorithm replaces the faulty node by the cascaded movement. When the network size increases, the distance between the redundant node and the faulty node is longer. As for the direct movement, the redundant node has to move a long distance to replace the faulty node alone. As for the cascaded movement, all nodes along the path move at the same time. That is, the long distance is shared by all nodes along the path. Thus, the relocation time is significantly reduced in our algorithm. As cross, 3, and 5 redundant walls shown in Fig. 14, 5-redundant walls outperform 3-redundant walls and 3-redundant walls outperform cross-redundant walls. This is because the more redundant walls will distribute redundant nodes more and shorten the distance from the faulty node to the redundant node. Thus, 5-redundant walls perform the best in the relocation time.

Fig. 14 Relocation time (s)
Since the message complexity of cross, 3, and 5-redundant walls are almost the same, we use one line to represent them. The message complexity stands for the message to arrange redundant nodes and to replace the faulty node. As shown in Fig. 15, the message complexity of our algorithm is less than that of T. Le’s algorithm. The reason is that T. Le broadcasts messages to search for the redundant node, whereas our algorithm only sends messages to one of the four directions due to the existence of redundant walls.

As the moving distance shown in Fig. 16, T. Le’s algorithm is better as the number of faulty nodes increases. This is because their algorithm assumed that the faulty node could broadcast the help message and choose a redundant node to replace it. However, when the sensor node failed accidentally, the accidental faulty node could not broadcast the help message to redundant nodes. Thus, the accidental faulty node would leave a permanent coverage hole. The permanent coverage hole could not be repaired even the sensor network still had redundant nodes. In our algorithm, even if the sensor node fails accidentally, found-faulty nodes can coordinate with each other and find the proper redundant node to replace the faulty node. Thus, our algorithm can work well upon the accidental node failure problem which they can not.

V. CONCLUSION

In this paper, we propose a fast sensor relocation algorithm to arrange redundant nodes to form redundant walls without GPS. Redundant walls are constructed in the position where the average distance to each sensor node is the shortest. Thus, redundant walls can guide the sensor node to find the redundant node in the minimum time. When the sensor node fails, our algorithm replaces the faulty node by the cascaded movement. Simulation results show that our algorithm can find the proper redundant node in the minimum time and reduce the relocation time with low message complexity.
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