Motion Analysis for Duplicate Frame Removal in Wireless Capsule Endoscope Video
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Abstract - Wireless capsule Endoscopy (WCE) has rapidly shown its wide applications in medical domain last ten years thanks to its noninvasiveness for patients and support for thorough inspection through a patient’s entire digestive system including small intestine. However, one of the main barriers to efficient clinical inspection procedure is that it requires large amount of effort for clinicians to inspect huge data collected during the examination, i.e., over 55,000 frames in video. In this paper, we propose a method to compute meaningful motion changes of WCE by analyzing the obtained video frames based on regional optical flow estimations. The computed motion vectors are used to remove duplicate video frames caused by WCE’s imaging nature, such as repetitive forward-backward motions from peristaltic movements. The motion vectors are derived by calculating directional component vectors in four local regions. Our experiments are performed on small intestine area, which is of main interest to clinical experts when using WCEs, and our experimental results show significant frame reductions comparing with a simple frame-to-frame similarity-based image reduction method.
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I. INTRODUCTION

Wireless Capsule Endoscopy (WCE) has been considered as the most convenience method to perform medical diagnosis on many diseases in small bowels (see Figure 1). However, one of the main obstacles for efficient diagnosis is that it requires huge amount of effort due to long inspection time for clinical experts because of the WCE’s imaging nature which relies solely on peristalsis [1]. For example, during approximately 8-hour examination, over 55,000 images are taken and transmitted to outer device for later examination. Typically, it is known that even a highly trained clinical expert spends more than two hour to inspect the entire sequence of a WCE video [2]. Therefore, computer aided inspection system supporting frame summarization based on intelligent removal of duplicated frames is urgently needed.

Recently, many researchers have put large amount of effort on analyzing WCE images to support computer aided diagnosis system. Hwang took probabilistic approach for extracting color feature to detect blood showing about 92% detection ratio [2]. Others used texture and chromaticity histogram to find blood and ulcer from WCE images, and achieved about 60-85% detection ratio [4, 5]. Beside from simple blood detection, some researchers proposed a method to discriminate different tissues in a human digestive system using Discrete Cosine Transform (DST) and Principal Component Analysis (PCA) [3]. Eventually, the main goals of the existing research are in automated detection of some interesting medical features in clinical diagnosis.

In our research, instead of tackling to automated detection problem, which is somewhat limited to several applications, we address a more general and widely applicable problem, which efficiently visualizes the large data which could ultimately help an expert to inspect the data efficiently. In particular, our goal is to reduce the amount of data for inspection while minimizing the information loss. Specifically, the support for efficient computer-aided visualization system could be approached by data reduction through duplicate frame removal taken in duplicate spatial location in the subject’s digestive system. In this paper, we propose a strategy to reduce such duplicated video frame by analyzing motion vectors from WCE. Our experimental results show significant data reduction over a method based on simple frame-to-frame similarity.

In the following section, we describe the optical flow estimation method, and then show an energy based formulation [9]. In section 3, we show a scheme for analyzing flow vectors. An experimental result is presented in Section 4, followed by a conclusion in Section 5.

Figure 1 Wireless Capsule Endoscope (WCE) and an example image taken

II. OPTICAL FLOW ESTIMATION

In this paper, we adopted an optical flow estimation algorithm based on [6]. For optical flow estimation many researchers typically used gray value constancy assumption, which is, the gray value of a pixel is not changed by the displacement, such as:

\[ I(x, y, t) = I(x + u, y + v, t + 1) \]  \hspace{1cm} (1)

Nevertheless, the gray value constancy assumption has some defect that is quite susceptible to slight change of intensity in brightness. The optical flow estimation is further improved as the way that the result is more robust against grey value changes [10] as follows:

\[ \nabla I(x, y, t) = \nabla I(x + u, y + v, t + 1) \]  \hspace{1cm} (2)

Although the constraint (2) is particularly helpful for
translator motion referring to gradient constancy assumption, the abovementioned two constraints are too local, only considering motions of the order of one pixel. Therefore, it is necessary to consider neighbor pixels to detect optical flows in large displacements considering smoothing and multi-scale approach. These model assumptions are achieved by energy function. The main energy functional is expressed as:

$$E(u, v) = E_{\text{data}}(u, v) + \alpha E_{\text{Smooth}}(u, v)$$  
(3)

$$E_{\text{data}}(u, v) = \int_0^L \Psi(\|x + w\| - \|x\|)^2 + \gamma|\nabla(x + w) - \nabla(x)|^2)dx$$  
(4)

$$E_{\text{Smooth}}(u, v) = \int_0^L \Psi(\|\nabla u\|^2 + \gamma|\nabla v|^2)dx$$  
(5)

$\alpha$ represents the regularization term and $\gamma$ is weight term determining the importance of gradient value in the image. An increasing concave function $\Psi(s^2)$ is applied for robust energy to prevent that outliers get too much influence on the estimation [11, 12]. Equation (5) represent the model assumption of a piecewise smooth flow field [13, 14].

We applied minimization of the energy functional as introduced in Horn and Schunck [6]. It minimizes the above functional globally as follows.

$$I_t^{k+1} \approx I_t^k + I_{x}^k du^k + I_{y}^k dv^k$$  
(6)

However, equation (6) is still highly non-linear due to the terms of $(du^k, dv^k)$, Euler-Lagrange equation is used to linearize the equation (3) followed by applying a numerical approximation such as fixed point iteration [9]. The linearization of the functional (3) yields

$$0 = (\Psi')_{\text{data}} \cdot \left( I_t^k I_{xx}^k + I_{x}^k du^k I_{x}^k + I_{y}^k dv^k I_{x}^k + \gamma I_{xx}^k J_{xx} + I_{x}^k du^k J_{xx} + I_{y}^k dv^k J_{xx} + \gamma I_{xy}^k J_{xy} + I_{x}^k du^k J_{xy} + I_{y}^k dv^k J_{xy} - \alpha \nabla \cdot (\Psi')_{\text{smooth}} \nabla I^k \right)$$  
(7)

The resulting linear system of equation can be solved by numerical methods such as Gauss-Seidel or SOR (successive over-relaxation method) iterations. These schemes are usually achieved by coarse-to-fine warping techniques [7, 8, 11]. In [9], it is proved that the warping technique implements the minimization problem of a non-linearized constancy assumption mathematically.

III. VECTOR FLOW ANALYSIS

To estimate movement of WCE, we calculate the set of flow vectors in particular region. We assume that WCE movements, such as forward, backward and spin, differently influence the scene depending on region. Figure 2 shows the flow vectors in the considered regions between an adjacent frames in particular region. Each flow vectors are defined as Euclidian distance of $x, y$ components, $u = \sqrt{(u_x^2 + u_y^2)}$.

To analyze motion of WCE, we combine vector in each region by averaging all flow vectors over all the image sequences. The top (north) region is calculated as the equation (8):

$$U_R = \sqrt{\left( \frac{1}{N_R} \sum_{0}^{N_R} u_x \right)^2 + \left( \frac{1}{N_R} \sum_{0}^{N_R} u_y \right)^2}$$  
(8)

where $R = \{\text{top, bottom, left, right}\}$. These average values are used to determine the threshold to filter out unreasonable data, i.e., small optical flow value. Based on our experimental observations, we set a non-change movement threshold to the value of under 0.01 and outlier over 10.0. It showed that these thresholds effectively reduced the frames estimating non-moving (duplicated) images.

Next, to estimate the overall directional tendency of the optical flows in each region, we considered the angular vectors calculated by all of arctangent values with $x, y$ component in each region.

$$\text{Ang}_{R} = \tan^{-1} \left( \frac{\sum_{0}^{N_R} u_x}{\sum_{0}^{N_R} u_y} \right)$$  
(9)

where $R = \{\text{top, bottom, left, right}\}$.

The extracted angular vectors are further quantized into eight regions in 45 degrees at range such that 337.5° ~ 22.5° is mapped to R, 22.5° ~ 67.5° to T, 67.5° ~ 112.5° to L, 112.5° ~ 157.5° to RT, 157.5° ~ 202.5° to L, 202.5° ~ 247.5° to LD, 247.5° ~ 292.5° to D, 292.5° ~ 337.5° to RD (see Figure 3). We call these quantized regions as directional components.

By combining the directional components, we derived the combinations of movement patterns of WCE. Although we could consider all combinations (167772168 kinds) of the directional components in four regions, it is not practical to apply for our application. Figure 5 shows the histograms of the directional components in each region. In each region, we extract the major directional component with highest population for each movement categories (i.e., forward, backward, left, right, up, down, clockwise and counter clockwise). From the Figure 5, we build a set of
directional component vectors for each region \((v_1, v_2, v_3, v_4)\) that fall into each movement categories (forward, backward, etc.). The vectors are constructed by taking the maximum directional component \((T, RT, R, \text{ etc.})\) in each region.

**Figure 3** Range of angles on x, y coordinate

Among the set of directional component vectors, as mentioned earlier, we have selected a subset of the directional component vectors consisting of 16 meaningful vectors which showed relatively accurate WCE movement estimation as shown in Table 1. In Table 1, we choose four useful movement categories for our application purpose (Forward, Backward, Clockwise, and Counter Clockwise). Each pattern has been tested 3 times using our simulation results performed to a synthetic data shown in Figure 4 (a) and (b).

Table 1 shows the result of classification of the WCE movement based on the directional flow vector. The first column represents the classification categories, the second column the selected directional flow vectors and third column the proportional factor \(\lambda_p\) of the flow vectors, respectively. We defined \(\lambda_p\) as a proportional factor of flow vector, as \(\lambda_p = v(h)/s(h)\), where \(v(h)\) is inlier vectors and \(s(h)\) is the total vectors in the regional vector population.

**Figure 4** (a) synthetic image for extracting forward and backward movement pattern and (b) for parallel and rotational movement. (c) and (d) are WCE image moving forward and backward.

**Table 1** Categorization of movement pattern using histogram data of figure 5. We choose 8 kinds of significant movement patterns.

<table>
<thead>
<tr>
<th>Directional flow vector</th>
<th>(\lambda_p)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forward ((D, R, D, R))</td>
<td>35.48</td>
</tr>
<tr>
<td>((LT, R, L, R))</td>
<td>32.60</td>
</tr>
<tr>
<td>Backward ((LT, R, R, R))</td>
<td>35.69</td>
</tr>
<tr>
<td>((LT, LT, RT, LT))</td>
<td>28.99</td>
</tr>
<tr>
<td>Clockwise ((T, R, T, R))</td>
<td>34.59</td>
</tr>
<tr>
<td>((L, R, T, R))</td>
<td>33.37</td>
</tr>
<tr>
<td>Counter ((T, R, R, R))</td>
<td>37.25</td>
</tr>
<tr>
<td>Clockwise ((R, RD, RD, R))</td>
<td>30.04</td>
</tr>
</tbody>
</table>

Since the main goal of our work is in removing the duplicate image frames by detecting the backward motion of the WCE, we further focused on the backward movement. Figure 6 and Table 2 show the histogram and the table re computed for the backward movement only. 4.

**IV. EXPERIMENT**

We performed an experiment with real WCE images about 10,000 frames records in small intestine. We assume...
that backward movement contains frames taken by duplicated location in intestine. After removal of such frames in sequences, they are recorded for visualization.

Figure 6 shows the frames regarded as backward or non-change movement, and nearby 3 frames. Through the all sequence 10,000 images, we detected 74 frames containing backward motions. Considering the entire small intestine, in 30,000 ~ 50,000 frames, the detected backward motions are about 222 ~ 370 frames. So data reduction of WCE images can achieved about 2200~ 4000 frames in total intestine (7.4 ~ 8%). In our experiment, successful detection of duplicated recorded location images are 65 frames, it is about 87.84%.

Although they do not detect all the backward motion frames, we observed that the nearby frames of detected image are usually the continuation of the backward movements with small flow vector magnetite. It is implied that the method can be dramatically improved further using the detected frame as a key frame for nearby frame clustering. Figure 7 shows the example of detected frames.

V. CONCLUSION

We proposed a method to remove duplicated video frames in WCE using optical flow estimation. Especially we focused on the backward movement of the WCE which contains large amount of duplicate frames. The proposed method computed the directional component vectors by analyzing the population of the optical flows in four pre-defined regions. Experiment could be further performed by some improvement such as re-defining range of angles and region in vector as well as magnitude threshold. This idea can also be widely used to detect motions in other domains producing a video containing repetitive video frames such as vehicle mounted cam, surveillance movie, real and real-time navigation system, etc.
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