A Hybrid Multi Objective Algorithm for Flexible Job Shop Scheduling

Parviz Fattahi

Abstract—Scheduling for the flexible job shop is very important in both fields of production management and combinatorial optimization. However, it is difficult to achieve an optimal solution to this problem with traditional optimization approaches owing to the high computational complexity. The combining of several optimization criteria induces additional complexity and new problems. In this paper, a Pareto approach to solve the multi objective flexible job shop scheduling problems is proposed. The objectives considered are to minimize the overall completion time (makespan) and total weighted tardiness (TWT). An effective simulated annealing algorithm based on the proposed approach is presented to solve multi objective flexible job shop scheduling problem. An external memory of non-dominated solutions is considered to save and update the non-dominated solutions during the solution process. Numerical examples are used to evaluate and study the performance of the proposed algorithm. The proposed algorithm can be applied easily in real factory conditions and for large size problems. It should thus be useful to both practitioners and researchers.
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I. INTRODUCTION

The job shop scheduling problem is to determine a schedule of jobs that have pre-specified operation sequences in a multi-machine environment. In the classical job shop scheduling problem (JSP), n jobs are processed to completion on m unrelated machines. For each job, technology constraints specify a complete, distinct routing which is fixed and known in advance. Processing times are fixed and known in advance. Each machine is continuously available from time zero, and operations are processed without preemption. The general JSP is strongly NP-hard [1]. In order to match nowadays market requirements, manufacturing systems have to become more flexible and efficient. To achieve these objectives, the systems need not only the automated and flexible machines, but also the flexible scheduling systems. The flexible job shop scheduling problem (FJSP) extends JSP by assuming that, for each given operation, there is at least one instance of the machine type necessary to perform it. The scheduling problem of a FJSP consists of a routing sub-problem, which is assigning each operation to a machine out of a set of capable machines and the scheduling sub-problem, which consists of sequencing the assigned operations on all machines in order to obtain a feasible schedule minimizing a predefined objective function. The FJSP mainly presents two difficulties. The first one is to assign each operation to a machine, and the second one is to schedule these operations in order to make a predefined objective minimal [2]. The FJSP is a much more complex version of the JSP, so the FJSP is strongly NP-hard and combinatorial. It incorporates all of the difficulties and complexities of its predecessor JSP and is more complex than JSP because of the additional need to determine the assignment of operations to machines [3].

Since scheduling began to be studied at the beginning of this century, numerous papers have been published. Almost all of them optimize a single objective. Many industries such as aircraft, electronics, semiconductors manufacturing, etc., have tradeoffs in their scheduling problems where multiple objectives need to be considered in order to optimize the overall performance of the system. Optimizing a single objective generally leads to deterioration of another objective. For example, increasing the input rate of product into a system generally leads to higher throughput, but also to increased work-in-process (WIP) [4].

The most of the contributions reported in the literature dealing with multi-objective scheduling problems have divided to these categories:

- Review of the multi criteria scheduling problem. Hoogeveen [5] presented a comprehensive review of the published literature on the multi criteria scheduling. He presented that the following performance criteria appeared frequently in the literature: maximum completion time or makespan (Cmax(σ)), total weighted completion time (∑j wjCj(σ)), maximum lateness (Lmax(σ) = max j Lj(σ)), maximum tardiness (Tmax(σ) = max j Tj(σ)), maximum cost (Cmax(σ) = max j Cj(σ)), total weighted tardiness (∑j wjTj(σ)), maximum earliness (Emax(σ) = max j Ej(σ)), total weighted earliness (∑j wjEj(σ)), weighted number of tardy jobs (∑j wjUj(σ)).

- Pareto approach for multi objective scheduling. In such multi-objective scheduling problems, it is common to
obtain a set of Pareto-optimal or efficient solutions such that at least one such solution is not inferior to any other given solution not contained in the set, and the solutions in the set do not dominate each other. This approach is applied for single machine scheduling [10],[11], flow shop scheduling [12], parallel machine [13] and job shop scheduling [4].

- Scalar approach for multi objective scheduling. One common approach in dealing with such situations is to establish a weighted (composite) objective function based on the significance of individual objectives, or equivalently, the criticality of deviating from the optimal value of each individual objective. This approach is applied for single machine scheduling [7], [10] and job shop scheduling [11].

- Various objectives in job shop scheduling. The following performance criteria appeared frequently in the single objective job shop scheduling literature: maximum completion time or makespan [12]-[14], various tardiness objectives [15], [16], penalty cost [17] and various earliness objectives [18]. Two objectives representing the general performance of a manufacturing system are considered in this study. They are minimizing makespan and minimizing total weighted tardiness (TWT).

The multi objective scheduling is strongly NP-hard and combinatorial. No method is able to generate optimal solutions for the multi-objective case in polynomial time. This limits the quality of design and analysis that can be accomplished in a fixed amount of time. For this reason many studies have focused on developing heuristic procedures for this problem. Effectively, Meta heuristics, like simulated annealing (SA), Tabu search and genetic algorithms have demonstrated their ability to solve combinatorial problems. So, some authors suggested adapting Meta heuristics in order to solve multi-objective combinatorial problems [20]. In particular Ulungu et al. [21] conceived a multi-objective simulated annealing (MOSA) algorithm for solving combinatorial optimization problems.

The literature of FJSP is considerably sparser than the literature of JSP. Bruker and Schile [19] were among the first to address this problem. They developed a polynomial algorithm for solving the flexible job shop problem with two jobs. For solving the realistic case with more than two jobs, two types of approaches have been used: hierarchical approaches and integrated approaches. In hierarchical approaches assignment of operations to machines and the sequencing of operations on the resources or machines are treated separately, i.e. assignment and sequencing are considered independently, where in integrated approaches, assignment and sequencing are not differentiated. Hierarchical approaches are based on the idea of decomposing the original problem in order to reduce its complexity. This type of approach is natural for FJSP since the routing and the scheduling sub-problem can be separated [3].

In this paper, the model presented with the Fattahi, Saidi, Jolai [3] is developed to present a multi objective algorithm for the job shop scheduling. So, the problem of developing heuristically efficient (or non-dominated) solutions with the objectives of minimize the overall completion time (makespan) and total weighted tardiness (TWT) of jobs is considered. A Pareto approach based on simulated annealing algorithm is presented to solve the multi objective flexible job-shop scheduling problem. The aim is to generate a good set of approximation non-dominated solutions. The paper is organized as follows: the problem description and the multiple objectives flexible job-shop scheduling model is described in Section 2 and the notations are introduced. Section 3 gives a description of the multi objective hybrid algorithm (MOHA) and the solution procedure. Section 4 reports some computational results and their analysis; conclusions and further research directions are presented in Section 5.

II. PROBLEM DESCRIPTION AND FORMULATION

A. Flexible Job Shop Scheduling Problem

Flexible job shop scheduling problem (FJSP) has \( m \) machine and \( n \) jobs. Each job consists of a sequence of operation \( O_{j,h} \), \( h = 1, \ldots, h_j \), where \( O_{j,h} \) and \( h_j \) denote that \( h \)th operation of job \( j \) and the number of operations required for job \( j \), respectively. The machine set is noted \( M, M = \{M_1, M_2, \ldots, M_m\} \). Unless stated otherwise, index \( j \) denotes a machine, index \( j \) denotes jobs and index \( h \) denote operations throughout the paper. The execution of each operation \( h \) of a job \( j \) (noted \( O_{j,h} \) ) requires one machine out of a set of given machines called \( M_{j,h} \subset M \) and a process time, \( P_{j,h} \), for each alternative machine. The set \( M_{j,h} \) is defined by \( a_{i,j,h} \) as described below. An index \( k \) is assigned for each machine that determines the sequence of the assigned operations on it.

B. Multi Objective Optimization

We consider a general optimization problem with two objectives, where we want to minimize functions \( f_1(x) \) and \( f_2(x) \) subject to a constraint \( x \in S \). We denote the vector of objective functions by \( F(x) = (f_1(x), f_2(x)) \). The vector \( x = (x_1, x_2, \ldots, x_n) \) is called a decision vector and \( S \subset \mathbb{R}^n \) is the feasible region. The feasible region is formed by constraint functions. The image of the feasible region \( Z = F(S) \) is called the feasible objective region. Vectors belonging to the feasible objective region \( Z \) are called objective vectors and they are denoted by \( F(x) \in \mathbb{R}^2 \).

We want to minimize simultaneously both objective functions. Generally, it is not possible to find a solution in which both objective functions attain minimum values. This means that the objective functions are conflicting. Besides, the feasible objective region \( Z \) is only partially ordered. In other words, we cannot compare all the objective vectors.
mathematically. For example, we cannot distinguish which is a better objective vector, \((1,5)\) or \((5,1)\). However, we can say that \((1,5)\) is better than \((2,5)\) or \((1,6)\).

This leads us to the concept of Pareto optimality. A decision vector \(x^* \in S\) and the corresponding objective vector \(F(x^*)\) are Pareto optimal if there does not exist another decision vector \(x \in S\) such that \(f_i(x) \leq f_i(x^*)\) for \(i = 1, 2\) and \(f_i(x) < f_i(x^*)\) for at least one \(i\) [22]. A set containing all the Pareto optimal solutions of the problem is called the Pareto optimal set or non-dominated solutions set. As an example, in Figure 1, we consider a two objective functions case. The solutions C, D and F are dominated and \{A, B, E, G\} is the pareto-optimal set of solutions. The main aim of such an approach is to find all the elements of this set in order to give more choice to the decision-maker [23].

Now the solution we are looking for is a non-dominated solution set. This guarantees that we cannot improve any of the objective function values of the solutions without deteriorating the other objective function value. This, which Pareto optimal solution is the best, depends usually on a decision maker. So, we present an algorithm that searches the non-dominated solutions set for the multi objective optimization problem considered.

\[
 y_{i,j,h} = \begin{cases} 
 1 & \text{if } O_{j,h} \text{ can be performed on machine } i \\
 0 & \text{otherwise}
\end{cases}
\]

\[
 a_{i,j,h} = \begin{cases} 
 1 & \text{if } O_{j,h} \text{ is performed on machine } i \text{ in priority } k \\
 0 & \text{otherwise}
\end{cases}
\]

\[
 C_{max} : \text{Makespan time} \\
 Ta : \text{Total tardiness of schedule} \\
 Ta_j : \text{The tardiness of job } j \\
 d_j : \text{The due date of job } j \\
 L : A \text{ large number.}
\]

\[
 x_{i,j,h,k} = \begin{cases} 
 1 & \text{if } O_{j,h} \text{ is performed on machine } i \text{ in priority } k \\
 0 & \text{otherwise}
\end{cases}
\]

**C. Mathematical Model**

The model presented by Fattahi, Saidi and Jolai [3] is developed to present a multi objective flexible job shop scheduling problem (MFJSP). Under the assumptions and notations presented in previous sections, the problem is to both determine an assignment and a sequence of the operations on all machines that minimizes the overall completion time (makespan) and total weighted tardiness (TWT) given \(n, m, O_{j,h}, a_{i,j,h}, ps_{j,h}\) and \(p_{i,j,h}\). The following additional notations are used in the mixed integer linear program formulation of MFJSP with overlapping operations.

\[
 y_{i,j,h} = \begin{cases} 
 1 & \text{if } O_{j,h} \text{ can be performed on machine } i \\
 0 & \text{otherwise}
\end{cases}
\]

\[
 C_{max} \geq t_{j,h} + ps_{j,h} \quad \text{for } j = 1, \ldots, n; \quad (1)
\]

\[
 \sum_j y_{i,j,h} \cdot p_{i,j,h} = ps_{j,h} \quad \text{for } j = 1, \ldots, n; h = 1, \ldots, h_j; \quad (3)
\]

\[
 t_{j,h} + ps_{j,h} ov_{j,h} \leq t_{j,h+1} \quad \text{for } j = 1, \ldots, n; h = 1, \ldots, h_j - 1; \quad (4)
\]

\[
 Tm_{i,k} + ps_{j,h} - x_{i,j,h,k} \leq Tm_{i,k+1} \quad \text{for } i = 1, \ldots, m; j = 1, \ldots, n; h = 1, \ldots, h_j; k = 1, \ldots, k_i - 1; \quad (5)
\]

\[
 Tm_{i,k} \leq t_{j,h} + (1 - x_{i,j,h,k}) \cdot L \quad \text{for } i = 1, \ldots, m; j = 1, \ldots, n; h = 1, \ldots, h_j; k = 1, \ldots, k_i; \quad (7)
\]

\[
 Tm_{i,k} + (1 - x_{i,j,h,k}) \cdot L \geq t_{j,h} \quad \text{for } i = 1, \ldots, m; j = 1, \ldots, n; h = 1, \ldots, h_j; k = 1, \ldots, k_i; \quad (8)
\]

\[
 y_{i,j,h} \leq a_{i,j,h} \quad \text{for } i = 1, \ldots, m; j = 1, \ldots, n; h = 1, \ldots, h_j; \quad (9)
\]

\[
 \sum_j \sum_k x_{i,j,h,k} = 1 \quad \text{for } i = 1, \ldots, m; k = 1, \ldots, k_i; \quad (10)
\]
The scheduling problem of a FJSP consists of a routing sub-problem, that is assigning each operation to a machine out of a set of capable machines and the scheduling sub-problem, which consists of sequencing the assigned operations on all machines in order to obtain a feasible schedule minimizing the predefined objective functions. As discussed previously, in hierarchical approaches assignment of operations to machines and the sequencing of operations on the resources or machines are treated separately, i.e. assignment and sequencing are considered independently. Hierarchical approaches are based on the idea of decomposing the original problem in order to reduce its complexity. In this section, we develop the FJSP algorithm presented by Fattahi, Saidi and Jolai [3] to present a multi objective hybrid algorithm (MOHA) for MFJSP. They compare various hybrid algorithms for FJSP and conclude that multi objective hybrid algorithm (MOHA) for MFJSP. They represent by MOFJ (multi objective flexible job shop), n & 5) of multi objective flexible job shop scheduling based on practical data have been selected. These problems are represented by MOFJ (multi objective flexible job shop), n (No. of jobs), h (No. of operations) and m (No. of machines).

These problems are solved by the proposed algorithm to evaluate the performance of it. The algorithm was run on a PC that has a Pentium-IV 1.80 GHz processor, with 512 Mb

Min \[ Z_1(x) \]
\[ st: \quad Z_2(x) \leq \varepsilon \]
\[ x \in X \]

Where \( \varepsilon \) is a parameter. With varying the value of \( \varepsilon \) systematically, the optimal solutions of this problem give the points of the Pareto frontier. By repeatedly relaxing the upper bound on \( Z_2(x) \), and re-optimizing \( Z_1(x) \) each time, the points \((z_1, z_2)\) provide the Pareto frontier [24]. This procedure is illustrated in Fig. 3.

To validate the performance of the proposed algorithm, five problems (MOFJ1:2.3.3, MOFJ2:3.2.3, MOFJ3:4.2.3, MOFJ4:3.3.3 & MOFJ5:5.3.5 that are shown in tableau 1, 2, 3, 4 & 5) of multi objective flexible job shop scheduling based on practical data have been selected. These problems are represented by MOFJ (multi objective flexible job shop), n (No. of jobs), h (No. of operations) and m (No. of machines).

These problems are solved by the proposed algorithm to evaluate the performance of it. The algorithm was run on a PC that has a Pentium-IV 1.80 GHz processor, with 512 Mb
RAM. Their results are shown in Table VI. Moreover, the mathematical model and $\varepsilon$-constraint method is used to evaluate the performance of the MOHA algorithm and its result is presented in Table VII.

A review of the results in Table VI and VII show that, the proposed algorithm is capable to obtain near the optimal solutions. Moreover, the proposed algorithm can obtain all of Pareto solution in a small time. Therefore, the proposed algorithm is useful in multi objective flexible job shop scheduling problems. The non-dominated set for the problem MOJ5 is obtained through the solution process and shown in figure 4. This figure shows that the non-dominated set will be updated during the solution process and the final non-dominated set will be presented.

TABLE I

<table>
<thead>
<tr>
<th>Jobs</th>
<th>Due Date</th>
<th>Mach. No.*</th>
<th>Pro. time</th>
<th>Mach. No.</th>
<th>Pro. time</th>
<th>Mach. No.</th>
<th>Pro. time</th>
<th>Mach. No.</th>
<th>Pro. time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>200</td>
<td>1</td>
<td>85</td>
<td>2</td>
<td>55</td>
<td>1</td>
<td>95</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>150</td>
<td>1</td>
<td>26</td>
<td>1</td>
<td>54</td>
<td>2</td>
<td>83</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* Mach. No.: Machine number, Pro. time: Process time

TABLE II

<table>
<thead>
<tr>
<th>Jobs</th>
<th>Due Date</th>
<th>Mach. No.*</th>
<th>Pro. time</th>
<th>Mach. No.</th>
<th>Pro. time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>1</td>
<td>65</td>
<td>2</td>
<td>45</td>
</tr>
<tr>
<td>2</td>
<td>130</td>
<td>1</td>
<td>45</td>
<td>2</td>
<td>54</td>
</tr>
<tr>
<td>3</td>
<td>150</td>
<td>3</td>
<td>75</td>
<td>3</td>
<td>80</td>
</tr>
</tbody>
</table>

TABLE III

<table>
<thead>
<tr>
<th>Jobs</th>
<th>Due Date</th>
<th>Mach. No.*</th>
<th>Pro. time</th>
<th>Mach. No.</th>
<th>Pro. time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>150</td>
<td>1</td>
<td>65</td>
<td>1</td>
<td>45</td>
</tr>
<tr>
<td>2</td>
<td>150</td>
<td>1</td>
<td>120</td>
<td>2</td>
<td>110</td>
</tr>
</tbody>
</table>

TABLE IV

<table>
<thead>
<tr>
<th>Jobs</th>
<th>Due Date</th>
<th>Mach. No.*</th>
<th>Pro. time</th>
<th>Mach. No.</th>
<th>Pro. time</th>
<th>Mach. No.</th>
<th>Pro. time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>200</td>
<td>2</td>
<td>96</td>
<td>3</td>
<td>48</td>
<td>1</td>
<td>86</td>
</tr>
<tr>
<td>2</td>
<td>150</td>
<td>1</td>
<td>26</td>
<td>1</td>
<td>54</td>
<td>2</td>
<td>83</td>
</tr>
<tr>
<td>3</td>
<td>250</td>
<td>1</td>
<td>87</td>
<td>2</td>
<td>90</td>
<td>2</td>
<td>100</td>
</tr>
</tbody>
</table>

TABLE V

<table>
<thead>
<tr>
<th>Jobs</th>
<th>Due Date</th>
<th>Mach. No.*</th>
<th>Pro. time</th>
<th>Mach. No.</th>
<th>Pro. time</th>
<th>Mach. No.</th>
<th>Pro. time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>300</td>
<td>2</td>
<td>96</td>
<td>3</td>
<td>88</td>
<td>4</td>
<td>110</td>
</tr>
<tr>
<td>2</td>
<td>250</td>
<td>1</td>
<td>26</td>
<td>2</td>
<td>54</td>
<td>4</td>
<td>120</td>
</tr>
<tr>
<td>3</td>
<td>150</td>
<td>2</td>
<td>47</td>
<td>3</td>
<td>56</td>
<td>4</td>
<td>64</td>
</tr>
<tr>
<td>4</td>
<td>200</td>
<td>2</td>
<td>55</td>
<td>3</td>
<td>66</td>
<td>4</td>
<td>99</td>
</tr>
<tr>
<td>5</td>
<td>250</td>
<td>3</td>
<td>60</td>
<td>4</td>
<td>120</td>
<td>5</td>
<td>90</td>
</tr>
</tbody>
</table>

V. CONCLUSION

In this paper, a Pareto approach is proposed to solve the multi objective flexible job shop scheduling problems. The objectives considered are to minimize the overall completion time (makespan) and total weighted tardiness (TWT). An effective simulated annealing algorithm based on the proposed approach is presented to solve multi objective flexible job shop scheduling problem. An external memory of non-dominated solutions is considered to save and update the non-dominated solutions during the solution process. Numerical
experiments show that the proposed algorithm is capable to obtain the solution near the optimal solution. Moreover, the proposed algorithm can obtain all of Pareto solution in a small time. Therefore, the proposed algorithm is useful in multi objective flexible job shop scheduling problems. In this paper two well known objectives are used for the multi objective flexible job shop scheduling problems, so a review on another objectives and methods in this field can be supposed as further research.
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Fig. 4 The Pareto set which is updated during the algorithm for MOFJ5