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Abstract—The objective of our work is to develop a new approach for discovering knowledge from a large mass of data, the result of applying this approach will be an expert system that will serve as diagnostic tools of a phenomenon related to a huge information system. We first recall the general problem of learning Bayesian network structure from data and suggest a solution for optimizing the complexity by using organizational and optimization methods of data. Afterward we proposed a new heuristic of learning a Multi-Entities Bayesian Networks structures. We have applied our approach to biological facts concerning hereditary complex illnesses where the literatures in biology identify the responsible variables for those diseases. Finally we conclude on the limits arched by this work.
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I.INTRODUCTION

It is worth highlighting that knowledge representation and the related reasoning, thereof, have given birth to numerous models. The graphic probability models, namely, Bayesian Network (BN), introduced by Judea Pearl in the 1980s, have been manifested in to practical tools useful for the representation of uncertain knowledge, and reasoning process from incomplete information. A major challenge in such modelling is the large number of variables that increases exponentially the computational complexity of learning Bayesian Networks structures [13].

Actually, there are several types of BN, e.g. Multi-Agent BN, Oriented-Object BN, Dynamic BN etc. [12]. Reference [7] proposed a formalism that unifies the first order logic and probability theory. This formalism is called Multi-Entities BN (MEBN). MEBN are composed of fragments (called MFrags) representing the joint distribution of a subset of variables. A fragment consists of a set of variables context, a set of resident variables, a direct acyclic graph (DAG) on the input variables and the resident variables (in which the variables input are nodes root) and a set of conditional distributions for each local resident variables. The number of all possible structures for Bayesian networks has been shown to increase as a super-exponential on the number of variables. Indeed, Reference [10] derived the following recursive formula for the number of DAG with \( n \) variables:

\[
r(\sum_{i=1}^{n!} (n-i) 2^{(n-i)} r(n-i) = n^{(2^{n})} \]

which gives: \( r(1)=1, r(2)=3, r(3)=25, r(5)=29281, r(10)=4,2 \times 10^{19} \)

This means that, it is impossible to perform an exhaustive search of all structures in a reasonable time when the number of nodes exceeds seven. Most structure learning methods use heuristics to search the space of DAGs [12].

II.PROBLEM OF LEARNING BAYESIAN NETWORK STRUCTURE FROM DATA

The number of all possible structures for Bayesian networks has been shown to increase as a super-exponential on the number of variables. Indeed, Reference [10] derived the following recursive formula for the number of DAG with \( n \) variables:

\[
r(\sum_{i=1}^{n!} (n-i) 2^{(n-i)} r(n-i) = n^{(2^{n})} \]

So there is a need for methods that avoid learning structure with all variables at the same time when the number of variables is large.

The solution that we will propose is based on the modulation of learning structure: each class has its own learning before forming the final structure containing all the variables. For this, we will learn from the MEBN formalism.

As for the remaining constituent sections of the present research work, they are organized as follows: the next section is allotted to the introductory exposition of BN structure learning problem. As for the following section, a novel approach for data-organization before learning MEBN structures is going to be presented and which is going to be applied and tested on a special biological data-base. As for the following section, a new heuristics of learning MEBN structure is going to be presented. As regards the last section, it depicts our conclusion and the limits arched by this work.

III.NEW APPROACH FOR DATA-ORGANIZATION BEFORE LEARNING MEBN STRUCTURES

It is well recognized that the strategy based on single variable analyses has a very limited value in elucidating the mechanisms involved in complex phenomena [4]. The approach we propose here is fundamentally a multivariate analysis and operates in four steps. It start by the calculation of a statistical score (test value or p-value) for each variable depicting its involvement in a phenomenon and then classifies variables according to their association to the studied phenomenon and the complementarity between them.

In the third step, we calculate a ‘global’ statistical score for each class or cluster of variables that is a function of the
correlation between the variables and their scores. Finally, the classes will be ranked in a decreasing order based on their global score (after a logarithmic transformation in order to have a high score if the value of the score statistic is low) and a number of them are selected.

A. Single variable analysis and Classification

The chi-square test is a widely use test to measure the association between categorical variables. For binary variables (two categories) such as the disease status and a risk factor in epidemiological studies the chi-square is easily calculated [15].

Classification is the art of creating groups of variables by identifying those that share common characteristics (redundancy, correlation). The choice of a classification algorithm and whether it is supervised or not, depends on the nature and characteristics of data. Classification can also be done based on experts’ knowledge in the field [16].

B. Merging scores of each class

In this step it is question on how to derive a score for each class based on the scores of variables within classes. Most of the methods used to combine scores in computer science literature and specifically in knowledge discovery in database, are those that consist in merging scores of independent variables such as: Average and Maximum (MAX) scores [1]-[9], Sum, Minimum(MIN) and product scores [5].

However, the statistical literature provides many methods that combine score by taking into account the correlations between variables. Two of these are the Truncated Product Method [11] that combines p-values of correlated tests and Length Heuristic (LH) that chooses the best tests to represent the class [14].

Whose algorithms are described below:

Truncated Product Method (TPM) Algorithm

For each class of variables, the following steps are to be undertaken:
1: We observe a sequence of a correlated statistical tests of one class C: (T1, T2, ..., Tk).
2: We compute a probability for each T i according the following formula:
\[ pr(T_{max} > c) \leq \Phi^{-1}(c) + e^{-c^2/2} \frac{L}{\sqrt{2\pi}} \]  
(4)
Where \( L = \sum \arccos(p_i) \) and \( p_i \) is the correlation coefficient between \( T_{j} \) and \( T_i \).
3: The tests with the largest value will be selected as the representative of the class.
4: Repeat 1, 2 and 3 steps for each class.

C. Ranking and Selection of classes closely related to a phenomenon

Classes of variables can then be ranked based on their scores. If a p-value is used as a score, ranking is based on sorting in increasing order (smaller p-values are indicative of higher significance). Often the score is calculated as the logarithmic transformation –Log10(p-value) such that a high score value implies a high degree of significance (association).

The purpose of this step is to select classes of variables that are the most associated to the phenomenon. There are numerous methods for selecting most influential variables in statistical and computer science literature. However, to our knowledge there is few methods that deal with selecting classes of variables. Here we propose a new method inspired of [6].

D. Experimentation

Genome wide association studies are studies in which geneticists assess the association of thousands of molecular markers with a disease phenotype. The traditional way of analyzing the data is to compute chi-square association tests and corresponding p-value for each marker (variables) and then select those with the weakest p-values as indicative of interesting genome region on 213 Canadian patients with schizophrenia and 241 Canadian controls, genotyped. For 164 single nucleotide polymorphism (SNP) markers on chromosome 13.

The database is a text file formatted as follows:

Fig. 1 Data base Format

Where 0: corresponds to the aa genotype,
1: corresponds to the Aa or Aa genotype
2: corresponds to the AA genotype
3: corresponds to missing data
Our first objective is to select genomic regions (classes of variable) which are the most significantly associated to the disease (schizophrenia). Secondly, we will try to model these regions by BN that provide a tool for disease diagnosis.

1) Data Processing Steps
- Calculating a score for each variable (SNP) which is here the p-value from the chi-square test statistic.
- Variable classification: we class variable according to the genetics experts that suggest a gene might best represent a class of SNPs.
- Combine scores from each class using different strategies proposed in Sub-Section B and compare results.
- Rank classes according to their scores.
- Select classes involved in the disease (schizophrenia) using the approach described in Sub-section C.

2) Results of different fusion methods score
To compare p-value combining methods we took as reference the region G72 described by [2] as the region responsible for Schizophrenia. Table I gives results of TPM, LH and MIN Method. The genes found by these three methods are very similar and are contained in the G72 region.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Gene name</th>
<th>Region</th>
<th>Score</th>
<th>Stati Sum</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIN</td>
<td>FOX01</td>
<td>151</td>
<td>1.33</td>
<td>1.33</td>
<td>0.70</td>
</tr>
<tr>
<td>2</td>
<td>NARGIL</td>
<td>140-141</td>
<td>1.20</td>
<td>2.58</td>
<td>0.63</td>
</tr>
<tr>
<td>TPM</td>
<td>NARGIL</td>
<td>140-141</td>
<td>1.52</td>
<td>1.52</td>
<td>0.15</td>
</tr>
<tr>
<td>2</td>
<td>FOX01</td>
<td>151</td>
<td>1.09</td>
<td>2.62</td>
<td>0.10</td>
</tr>
<tr>
<td>LH</td>
<td>FOX01</td>
<td>151</td>
<td>1.33</td>
<td>1.33</td>
<td>0.64</td>
</tr>
<tr>
<td>2</td>
<td>NARGIL</td>
<td>140-141</td>
<td>1.20</td>
<td>2.58</td>
<td>0.59</td>
</tr>
</tbody>
</table>

In terms of complexity it is clear that the algorithm using the MIN method is the best but to check the reliability of the results of the three methods we will study empirical distribution of the observed minimum p-value ($P_{min}^{obs}$) with the Monte Carlo simulations whose principle is as follows:

We simulate B times the data by calculating each time minimum p-value ($P_{min}^{i}$) and at the end we calculate the overall p-value of each step by the following formula:

$$P_G = \frac{\text{cardinality} \left( P_{min}^{(i)} \leq P_{min}^{obs} \right)}{B}$$ (5)

The p-value for the overall process using TPM is equal to 0.09, while it was 0.41 for MIN method and 0.33 for LH method. We can conclude that the results using the TPM are more significant and that this method is preferable in subsequent work.

3) Discussion
Using our approach we have successfully identified the most significant genes involved in disease schizophrenia that were found to be consistent with published results. The number of initial variables was decreased from 164 to 3, which dramatically decreases the computational complexity of learning Bayesian network structure; in fact the number of possible structure go from $r(164)>10^{406}$ down to $r(3)=25$ possible graphs, without large information loss.

IV. HEURISTIC TO LEARNING MEBN STRUCTURE OF SELECTED CLASSES
In the first parts of our work we have already defined methods for filtering the number of classes according to the degree of their implications in a given phenomenon. In this part we will present a new method for learning BN structure, building on the formalism introduced by [7] called MEBN.

Consider an example of ten nodes with a node phenomenon (Ph) and the other nodes are divided into four classes as follows:

- Class 1: V1, V2, V3
- Class 2: V5, V6, V7
- Class 3: V8, V9
- Class 4: V4

A structure will be learned for the variables of each class to which we add the node phenomenon (Ph), always as a cue node (have only children) (Figures 2, 3, 4 and 5).

Then a learning structure will be made between the phenomenon variable and the variables from all classes that have a direct edge with Ph node (Ph’s children) (Figure 6).

**Class 1**

![Fig. 2 Structure learning of a class 1](image)

**Class 2**

![Fig. 3 Structure learning of a class 2](image)

**Class 3**

![Fig. 4 Structure learning of a class 3](image)
Finally, the remaining nodes of classes will be added to the final graph according to the class structures previously inferred (Figure 7).

Fig. 5 Structure learning of a class 4

Fig. 6 Phenomenon variable and the variables that have a direct relationship

V. CONCLUSION AND LIMITATIONS OF OUR WORK

The approach proposed here first allows identifying classes of variables that are the most involved in a given phenomenon using several steps. Then, in order to get a graphical model that depict the relationships between selected variables and the phenomenon, we use MEBN, although the interest of using them compared to complexity classical structure learning algorithms remain to be demonstrated. Our approach for variable class selection was illustrated on an example from a genetic study of schizophrenia. The comparison of the proposed approach as a whole with other available similar methods will be the objective of another publication.
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