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Abstract—The prediction of financial time series is a very complicated process. If the efficient market hypothesis holds, then the predictability of most financial time series would be a rather controversial issue, due to the fact that the current price contains already all available information in the market. This paper extends the Adaptive Neuro Fuzzy Inference System for High Frequency Trading which is an expert system that is capable of using fuzzy reasoning combined with the pattern recognition capability of neural networks to be used in financial forecasting and trading in high frequency. However, in order to eliminate unnecessary input in the training phase a new event based volatility model was proposed. Taking volatility and the scaling laws of financial time series into consideration has brought about the development of the Intraday Seasonality Observation Model. This new model allows the observation of specific events and seasonalities in data and subsequently removes any unnecessary data. This new event based volatility model provides the ANFIS system with more accurate input and has increased the overall performance of the system.
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I. INTRODUCTION

High frequency trading is a new trend in financial trading. It is concerned with the making multiple trading decisions at extremely short time intervals, often using tick data as input. This can be physically un-achievable with human traders, hence many algorithmic trading systems are being developed to implement high frequency trading strategies.

Financial investors and experts have always tried to trade and forecast the movement of markets. Current market information, news, and external factors affect the investors trading decisions of buying and selling. However, since the advent of modern financial markets, various financial theories, such as the Dow Theory, state that a financial market usually tends to follow a pattern [16]. This pattern is hard to recognize, notice, or to categorize and it applies to all financial markets [16]. Implementing a system that would provide a means of forecasting and trading of the markets would therefore help in improving an investor’s financial trading record [15]. However, the efficient market hypothesis states that the current price contains all the available information in the market. This leads to the predictability of most financial time series, such as stock prices or indices, being a rather controversial issue. Furthermore, financial time series are often very noisy and a filtering process should follow in order to remove such noise from the signal [2]. Moreover, traditional volatility measures have shown major drawbacks since they perform their calculations for the standard deviation in fixed times intervals, in contrast to the real life situation where volatility should be calculated from an event based perspective and observations made after a certain event has occurred.

Developing such a system which can outperform both human traders and also available automated traders would also eventually explain how the markets behave. The success rate of such a system would be determined by how accurate it is in predicting the movement of the next trading periods in seconds, minutes, hours, days, weeks, or months depending on the trading frequency. Taking the correct decisions after processing all the inputs from other blocks is also essential to a successful system.

Designing an expert system for such an unpredictable and unstable entity (financial markets) is a complicated task and various approaches can be followed. [1] has proposed the use of Adaptive Neuro-Fuzzy Inference Systems (ANFIS) for high frequency trading and forecasting. [1] displayed various promising results which allow further investigation in the area. However, it has been found that in order to fine tune this artificially intelligent trading system, volatility models must be extensively investigated. The trading system here is dealing with high frequency data, the data input to the system must be deseasonalised in a specific manner in order to eliminate unnecessary input in the training phase. However, in order to perform deseasonalisation, a new event based volatility model had to be proposed to observe specific events and seasonalities in the data and remove the ones that wouldn’t be of use to the system. The resulting new volatility model that is proposed in this paper is the Intraday Seasonality Observation Model (ISOM). This model was inspired by the scaling laws in financial time series presented in [20,18]. The resulting new volatility model helped in maximising the efficiency of the training data set input to ANFIS and produced better results in its automated trading process.

This paper is outlined as follows. In section II we briefly introduce the framework of the system, and how its various parts are interlinked. In section III we revisit the ANFIS...
structure implemented in [1] and used for high frequency trading. Section IV introduces the state of art and ISOM and displays the empirical results of implementing ISOM. Section V provides a performance analysis of trading with ANFIS using data that has been deseasonalised using ISOM. Finally, concluding remarks are given in Section VI.

II. FRAMEWORK

The main objective of this paper is to generate a very solid setup for high frequency trading using intelligent models. It combines artificial intelligence with volatility theory to come up with a framework that can produce high return from its trading strategies. Fig. 1 displays the general framework.

The first contribution is the use of Adaptive Neuro Fuzzy Inference System (ANFIS) for high frequency intraday trading. The second contribution is the introduction of the Intraday seasonality Observation Model (ISOM), a revolutionary new method of defining volatility using an event driven approach that takes in consideration directional changes within pre-specified thresholds inspired by the Scaling Laws of Finance [18,20]. An extension to ISOM is the Intraday Average Observation Model (IAOM), which provides an estimate of how the volatility of one day would look like. These distinct models will be interlinked to produce an optimized trading platform.

![General framework of the system](image)

III. ADAPTIVE NEURO FUZZY INFERENC SYSTEMS

Fuzzy inference systems are able to express aspects of human knowledge and reasoning processes in a linguistic fashion, avoiding the use of extensive quantitative analysis. Many types of fuzzy inference systems have been proposed in literature, however, in the implementation of an ANFIS for financial predictions and estimation the most suitable model is the Sugeno model. The Sugeno model makes use of if-then rules to produce an output for each rule. Rule outputs consist of the linear combination of the input variables plus a constant term; the final output is the weighted average of each rule’s output. The rule base in the Sugeno model has functional rules of the form:

If \( X \) is \( A_1 \) and \( Y \) is \( B_1 \) then \( f_1 = p_1 x + q_1 y + r_1 \)
If \( X \) is \( A_2 \) and \( Y \) is \( B_2 \) then \( f_2 = p_2 x + q_2 y + r_2 \)

where \( X \) and \( Y \) are predefined membership functions, \( A_i \) and \( B_i \) are membership values, and \( p_i, q_i, \) and \( r_i \) are the consequent parameters that are updated in the forward pass in the learning algorithm.

As we have already seen, fuzzy systems present particular problems to a developer:

- The if-then rules have to be determined somehow. This is usually done by ‘knowledge acquisition’ from an expert. It is a time consuming process that is weighed down by many problems.
- Membership functions. A fuzzy set is fully determined by its membership function. This has to be determined, for example if it is Gaussian then what are the parameters?

The ANFIS approach learns the rules and membership functions from data [7]. ANFIS is an adaptive network of nodes and directional links with associated learning rules. It is called adaptive because some, or all, of the nodes have parameters which affect the output of the node. These networks identify and learn relationships between inputs and outputs. ANFIS has been the adaptive network of choice to be investigated in detail and used for high frequency forecasting and trading due to its high learning capability and membership function definition properties.

The ANFIS architecture used in this paper is an improvement to ANFIS used in [1], where the root mean square error (RMSE) is used as a feedback to the network. This approach was adopted to avoid over filtration of original data. The architecture of ANFIS is shown in Fig. 2. The circular nodes represent nodes that are fixed whereas the square nodes are nodes that have parameters to be learnt. For the training of the network, there is a forward pass and a backward pass. We now look at each layer in turn for the forward pass. The forward pass propagates the input vector through the network layer by layer. In the backward pass, the error is sent back through the network in a similar manner to back propagation as shown in Table 1. Each layer is successively connected to the next layer and each layer represents a step of the fuzzy inference model explained in Section II. The computational details of ANFIS at each layer are explained as follows:

![An ANFIS architecture for a two rule Sugeno system](image)
Layer 1: The output of each node is:

\[ O_{1,i} = \mu_{A_i}(x) \quad \text{for} \quad i = 1, 2 \]
\[ O_{1,i} = \mu_{B_{i-2}}(y) \quad \text{for} \quad i = 3, 4 \]  

(2)

So, the \( O_{1,i}(x) \) is essentially the membership grade for \( x \) and \( y \). The membership functions could be anything however experimental results lead to the conclusion that for the task of financial data training, the bell shaped membership function has to be used and is given by:

\[ \mu_{i}(x) = \frac{1}{1 + \left( \frac{x - c_i}{a_i} \right)^{2b_i}} \]  

(3)

where \( a_i, b_i, c_i \) are parameters to be learnt. These are the premise parameters.

Layer 2: Every node in this layer is fixed. This is where the t-norm is used to ‘AND’ the membership grades - for example the product:

\[ O_{2,i} = w_i = \mu_{A_i}(x)\mu_{B_i}(y), \quad i = 1, 2 \]  

(4)

Layer 3: Contains fixed nodes which calculate the ratio of the firing strengths of the rules:

\[ O_{3,i} = w_i = \frac{w_i}{w_1 + w_2} \]  

(5)

Layer 4: The nodes in this layer are adaptive and perform the consequent of the rules:

\[ O_{4,i} = w_i f_i = w_i (p_i x + q_i y + r_i) \]  

(6)

The parameters in this layer (\( p_i, q_i, r_i \)) are to be determined and are referred to as the consequent parameters.

Layer 5: There is a single node here that computes the overall output:

\[ O_{5,i} = \sum_i w_i f_i = \frac{\sum w_i f_i}{\sum w_i} \]  

(7)

This is how the input vector is typically fed through the network layer by layer. We now consider how the ANFIS learns the premise and consequent parameters for the membership functions and the rules.

A. Learning Algorithm

Typically a gradient based method is used for the learning procedure of ANFIS, however this is known for its very slow performance and its tendency to become trapped in a local minimum [11]. A hybrid learning algorithm has therefore been proposed for ANFIS.

This paper uses a standard hybrid learning algorithm proposed by [8], which uses a combination of Steepest Descent and Least Squares Estimation (LSE). It can be shown that for the network described, if premise parameters are fixed, the output is linear in the consequent parameters [13]. The learning algorithm consists of a forward pass and back propagation. In the forward pass, functional signals go forward till layer 4 and consequent parameters are identified by the least square estimate. In the backward pass, the error rates propagate backwards and premise parameters are updated by gradient descent. This approach guarantees the identification of global optimum point. Table 1 provides a summary of the learning methods.

B. ANFIS for Financial predictions and trading

The proposed system makes use of the above mentioned architectures, where the training and checking data to be learned will be high frequency financial data series. The system takes the price series as input. The values of 500 data points are first taken for system training and generation of the initial fuzzy inference system. This generates an ANFIS that has modified its parameters and membership functions. ANFIS is now ready to produce a prediction for the next data points, given the pattern (trend) that it has recognized.

1) The Data

All simulations in this paper have been carried out on foreign exchange (FOREX), high frequency, EUR/USD, 5 minute, intraday data between 04/04/2006 and 01/09/2007. This dataset of 5-minute price data has been split into sets, each comprising 1000 data points. The first 500 data points in each set were used for system training; the remaining 500 points were used for checking the system’s performance and updating the network structure using the output error. Once this was done, and also to test the system, another group of data was fed to the system. This out-of-sample group consists of 400 sets (1000 data points for each set) of data. The sets are widely spaced in the dataset so as to eliminate any possible data autocorrelation. Table 3 reports the overall average performance of the system compared against a traditional buy and hold strategy.

<table>
<thead>
<tr>
<th>TABLE I SUMMARY OF TRAINING ALGORITHM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Premise parameters</strong></td>
</tr>
<tr>
<td>Fixed</td>
</tr>
<tr>
<td><strong>Signals</strong></td>
</tr>
<tr>
<td>Node o/p</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

FOREX data was chosen for the system as it reflects most statistical properties found in financial time series [15]. Stationarity hypothesis states that past returns do not necessarily reflect future performance; this is true for FOREX data [14]. In addition, stylized facts such as gain/loss asymmetry and heavy tails are observed in FOREX returns distributions [14]. FOREX market is a 24-hour market where...
there is high liquidity and volatility with three major centers in
different parts of the world: New York, London, and Tokyo. It
is highest in volatility during the early morning New York
time, because both banks in London and New York are open
and simultaneously trading. Commercial banks, corporate,
funding and retail institutions from around the globe
participate in FOREX trading. The price at the FOREX market
is formed by buying and selling currencies to institutions,
traders, exporters, importers, portfolio managers, and tourists.
Each currency has two prices: a bid price at which a trader is
willing to buy and an offer price at which a trader is willing to
sell. If being in the major money centers banks traders deal in
two way prices, for both buying and selling. In market-making
banks worldwide much of the trading take place by direct
dealing, while the rest takes place through brokers. Nowadays
the buy and sell orders are matched via computerized services
electronically using automated brokerage terminals. Grabbe
quotes that around 85 percent of all FOREX trading happens
between market makers [9]. It is a known fact that the most
trading takes place between market makers which creates a
space for speculative gains and losses. However, speculation
in the FOREX market is potentially a zero-sum game: This
means that the cumulative profits equal the cumulative losses.
Dormael explains that today traders can trade against each
other instead of trading against central banks as they did when
currencies were not floating [10].

The standard method for this type of prediction is to create a
mapping from \( t \) points of the time series, spaced by \( \Delta \) time
intervals, to predict the value at some point \( S \) in the future.

\[
(x(t - (\tau - 1)\Delta), ..., x(t - \Delta), x(t)) \rightarrow x(t + S) \quad (8)
\]

In this particular case therefore, the system looks at the past
three price observations in the market and the current
observation to predict the next price observation. This is then
used as a movement indicator (either up or down). Hence the
value of \( \tau \) will be \( \tau = 4 \) and \( S=1 \). The extracted 1000 input-
output data pairs are of the following format:

\[
[x(t - 3), x(t - 2), x(t - 1), x(t); x(t + 1)] \quad (9)
\]

The idea here is to feed the system prices at each point as
illustrated in Table 2. In order to make a prediction for \( t+1 \),
the system will be fed the current price at time \( t \) plus the
previous three price observations \( t-1, t-2, \) and \( t-3 \) respectively.
This methodology will be used to feed the the Neuro Fuzzy
system with EUR/USD intraday forex data for both training
and checking. The resulting system will be able to perform
predictions on the next move in the market. The next section
shows the simulation results obtained using the above
architecture and methodology

C. Simulation Methodology

The developed Adaptive Neuro Fuzzy Inference System has
been tested using EUR/USD high frequency tick data. The
system has also been back tested on other sets of stock data to
check whether the ANFIS approach would be efficient in
performing data series predictions in order to place the right
position. Now that a system to “predict” the movement of the
market has been implemented (Fig. 4), a suitable position can
be opened according to the indicator of this prediction. The
implementation of a simple strategy was first proposed as in
Listing 1 where, if it predicts an upwards movement it will
buy, and if it predicts a downward movement it sells.
If Prediction is up then buy
else if prediction is down then sell
Listing 1: Simple buy/sell strategy

It was observed that having a very high accuracy rate and opening the right position didn’t always translate into higher returns due to transaction costs. Hence the next modification to the system was to buy if the price was predicted to go up and hold the position as long as the price is going up as in Listing 2. This has improved the performance of the system; however it still did not provide a considerably high rate of return.

If Prediction is up then buy
If next prediction is up then hold
else if prediction is down then sell
If next prediction is up then hold
Listing 2: Introducing the hold position when prediction doesn’t change in direction

Fig. 5 shows the above described strategy, where hold positions are introduced and the buy sell frequency is reduced. Finally in order to increase the return of the trading investment, a final prediction and trading strategy was introduced where a “trigger” value is used. Therefore, for a sequence of buy and hold positions, should the prediction of the next time sample fall below the set trigger, the position is closed and hence a sell position is opened. The trigger value is updated after each iteration as in Listing 3. Initially this trigger is set to the first value in the data set.

trigger = price (1)
if prediction is up
and prediction > trigger
Then trigger = prediction(now-1)
position = buy;
else if prediction is down and prediction< trigger
Then trigger = prediction(now-1)
position sell;
Listing 3: introducing the trigger to track the prediction and detect directional changes to adjust position.

The initial performance of the above ANFIS system has been measured relative to some major benchmarks. The results are presented in the next section.

D. Initial Performance and analysis:
The benchmarks used for defining the ANFIS performance are defined as follows:

1) Profit Factor
Profit Factor is an indication describing the profitability on an investment. The definition is:

\[
\text{Profit Factor} = \frac{\text{Gross Profit}}{\text{Gross Loss}}
\]  
(10)

The profit factor mainly describes the historic profitability of a series of trades on an investment. The break-even of the profit factor is 1, referring to an investment that generates trades with a 50% chance of the gross sum of winning trades and a 50% chance of the gross sum of losing trades. Normally, investors pick investments that boast profit factors that are larger than one.

2) Return On Investment (ROI)
ROI is used to evaluate the efficiency of an investment or compare returns on investments, that is, ROI is the ratio of profit gained or lost on an investment in relation to the amount of cost invested. ROI is defined as:
The Sharpe ratio is used to measure the risk-adjusted return of an investment asset or a portfolio. It tells investors how well the return of an asset compensates investors for the risk taken. In other words, the Sharpe ratio can tell investors whether the returns of an asset or a portfolio come from a smart trading strategy or excess risk. The Sharpe ratio is defined as follows:

\[
\text{Sharpe Ratio} = \frac{R_p - R_f}{\sigma_p}
\]  

(12)

where \(R_p\) is the expected return, \(R_f\) is the risk free rate and \(\sigma_p\) the standard deviation of a portfolio.

Investors often pick investments with high Sharpe ratios because the higher the Sharpe ratio, the better its risk-adjusted performance has been.

4) Sortino Ratio

The main difference between the Sharpe ratio and the Sortino ratio is that the Sortino ratio only penalizes downside volatility while the Sharpe ratio penalizes both upside and downside volatility. The Sortino ratio is defined as:

\[
\text{Sortino Ratio} = \frac{R_p - R_f}{\sigma_d}
\]  

(13)

where \(R_p\) is the expected return, \(R_f\) is the risk free rate and \(\sigma_d\) the standard deviation of the portfolio. Thus, the Sortino ratio measures the risk premium per each unit of downside risk in an investment asset or a portfolio.

The results of the system’s performance have been compared to a traditional buy and hold strategy. Table 3 displays results that are very promising. Positive Sharpe and Sortino ratios show that the system has not taken high risk for the amount of return gained. Also ROI is 27% which is a high rate for a 1 year and a half investment described for this paper. Similarly, profit factor and winning rate show high accuracy in the prediction rate of the system.

The use of Adaptive Neuro-Fuzzy Technology for high frequency data trading is still an unexplored field. This paper presented an approach to trade intraday high frequency data using ANFIS. This has produced a promising application that encourages more development and expansion in the area, that is, more research has to be done. In addition, the training and learning algorithms can be improved and the use of filtration methods in the learning process has to be investigated, implemented and tested to observe more results.

IV. VOLATILITY MODELLING

Analysing the results of the implemented ANFIS, it was concluded that the system design is theoretically very consistent in what it is delivering. However the question that can arise at this stage is what if the data set being fed to ANFIS is not as efficient as it is supposed to be. It is hence suggested that ANFIS would deliver much better results given that the data sets and the training sets were adjusted in a manner that would avoid seasonality patterns and volatility effects.

The concept of volatility of asset prices and returns is one of great weighting in financial markets. Hull [17] defines the volatility of a stock as a measure of our uncertainty about the returns provided by the stock. Generally, volatility measures the expected variability of the price of an asset or commodity over a specified period of time. This may be calculated as the standard deviation of the percentage price change over a 24 hour period. Multiplying by the square root of the number of trading days in one year (252 trading days) converts this daily deviation to an annual volatility.

Historical (or statistical) volatility measures past stock price movements and tells how variable a stock’s price has been over a past time period such as 20 days or 100 days, etc. Historical volatility is measured by the standard deviation of stock prices. Using historical data to estimate volatility enables us to observe stock prices at monthly and daily intervals of time.

\[
u_i = \ln\left(\frac{S_i}{S_{i-1}}\right)
\]  

(14)

The standard deviation of \(u_i\) is given by

\[
s = \sqrt{\frac{1}{n-1} \sum_{i=1}^{n} (u_i - \bar{u})^2}
\]  

(15)

where: \(u_i\) is the logarithmic return, \(S_i\) is the stock price at the end of \(i\)-th interval, and \(\bar{u}\) is the mean of \(u_i\).
Depending on the range of data being used (daily, monthly, etc.), this must be converted to annual volatility data. The annual standard deviation (annual volatility) of \( u \) is:

\[
\sigma = \sigma_{\text{monthly}} \times \sqrt{12}
\]

or

\[
\sigma = \sigma_{\text{daily}} \times \sqrt{252}
\]  

(16)

Higher historical volatility means that the stock has fluctuated more over the period in question.

Implied volatility is a concept used for the measurement of expected future stock price volatility and is derived from the current price of options. It provides information about how the options market expect the stock price to be in the future. Implied volatility is calculated from the current option price, using an option-pricing model (such as the Black-Scholes Model). The implied volatility is defined as the standard deviation that causes the pricing model to compute the current option price.

A. Redefining Volatility

A major contribution in this work will be to hopefully redefine the way volatility is defined, where the usual approach in measuring the stock returns is to check observations at certain fixed time intervals in order to calculate the return. However this new approach does not actually cater for the current time interval as much as it caters for the events that might have occurred at that time. Once a new volatility model is implemented, it will be used as another input to ANFIS.

The idea is that everything will be looked at from a scaling law perspective of directional changes (events), where each up/down percentage changes within a pre-specified threshold are observed, the time stamps and the relative price are marked, and all data is iteratively stored in bins of time value which will then be analysed further.

The above takes inspiration from the fact that time itself is an entity that is hard to define, nor to explain. We have both Physical time and Intrinsic time. Professor Olsen [18] can be quoted speaking about different types of time by saying "Sometimes time goes by quickly, and sometimes it drags on and on.", "When you see the market collapse 5% in a half-hour, for example, Physical time has little meaning". Here in this project we are not concerned about physical time, we are concerned about intrinsic time and the events that happen within a specified time, the impact these events might have had, and the volatility that arises because of these events.

B. Scaling Laws

As it has been shown in [18,20], there is great evidence that there are scaling laws that govern the way the markets move. This has lead to the observation that "for any given value of a prespecified threshold (percentage of market movement) \( dx(\%) \), a number of directional changes \( N(dc) \) can be observed, and as the value of the threshold increases, the number of these directional changes would decrease forming a straight line". This relation can be best described as follows:

\[
N(dc) = \left( \frac{\Delta x_{dc}}{C_{dc}} \right)^{E_{dc}}
\]

(17)

With \( X_{dc} \) and \( E_{dc} \) being currency dependent constants. Fig. 7 shows the scaling laws being very visible in various currencies' price changes.

![Figure 7. Scaling Laws for various currencies as shown in [18],[20]](image)

C. Intraday Seasonality Observation Model (ISOM)

Given inspiration from the above Scaling Laws, one of the main contributions and findings of this paper is the development of a model for observing the seasonalities that would arise from the counting these directional changes have been designed.

In its simple definition, the ISOM is a model that takes in consideration a certain threshold \( dx(\%) \) and will observe the timings where the directional changes \( N(dc) \) occur, it would iteratively and consecutively parse through the whole data set of prices and will save the observations into their respective time bins, this would at the end give a horizon of seasonalities, pointing out exactly the times of day where these observations have been made, which would mean the times of day where the volatility was high or low. For the purposes of illustration, the threshold that was used in this paper was the 0.05% directional change. Hence, if we know that the scaling law holds, this will mean that the seasonality patterns will look similar irrespective to what threshold we are using in the experiment.

What is interesting about this approach is the fact that the time bins can vary to observe events at any desired frequency during the day. In other words, we can have 24 bins to observe at any hour during the day, or 48 bins to observe at every half an hour during the day, and so on and so forth, we can even make observations for every five minutes during the day.

All the design and experiments on this model have been carried out using high frequency intraday data of EUR/USD prices as illustrated in section III. The resulting method and deseasonalisation process can apply to the price series of all stocks, commodities or even indices.
The ISOM for a particular time in the day at a particular threshold is equal to the total number of events that happened at that time in the whole data set.

\[ ISOM_t(dx\%) = \sum_{i=1}^{n} N(dc)_i \]

Where; \( t \) is the the particular time of day, \( dx(\%) \) is the particular threshold, \( n \) is total number of days in the data set and \( N(dc) \) is number of directional changes (events).

The ISOM model can be regarded as a proxy for volatility, due to the fact that it clearly maps the times of day with their respective volatility; which is looked at from an event based perspective, where each directional change with a specific threshold is an event. When applied for a 0.5% percentage change for a 24hrs bin for the EUR-USD data set between 04/04/2006 and 01/09/2007, the ISOM model resulted in the seasonality pattern shown in Fig. 8.

![ISOM 0.05%](image1)

**Figure 8.** the intraday seasonality observation model for a threshold of 0.05% for the EUR-USD between 04/04/2006 and 01/09/2007

The analysis to the above plot is that most of the activity or events (i.e. volatility) happen between 12pm and 2pm GMT which confirms the fact that these are the times where the announcements are made and the markets reaction to these announcements take place, it also shows that even though it is lunch time in Europe, the few traders that are active tend to trade aggressively which drives the volatility to high peaks. Other times of high volatility are between 7am and 8am GMT which is usually the time before the markets open in europe.

An interesting observation takes place when the ISOM is applied to the same data set but the observations have been taken every 30 minutes which resulted in 48 bins of observations (24 x 2) the results are shown in Fig. 9.

![ISOM30 0.05%](image2)

**Figure 9.** the intraday seasonality observation model for a threshold of 0.05% taken on half daily basis (every 30 minutes) for the EUR-USD between 04/04/2006 and 01/09/2007

Fig. 9 shows that when considering observations every 30 minutes the time with the highest volatility is between 12:30pm and 1pm GMT which is again the time when all the announcements that have been made at 12pm have been absorbed by the markets and the traders have started acting upon them. It can be seen that the period of the highest volatility is between 12pm and 4pm GMT i.e. the times that include the announcements, the open of the US markets until the close of the European Markets. The above results have been impressive in the sense that they have confirmed real life events that are known to increase markets volatility, Also they can help the trader or the system ignoring the periods with the low events happening. It has to be noticed that the ISOM model can be applied to any threshold and any time frequency (daily, half daily, quarter daily, five minutes etc.), we have taken a threshold of 0.5% and used it on daily and half daily observations just for the scope of illustration. More experiments on other thresholds have been carried out and confirmed the above, which also confirms that a scaling law does hold. Hence the ISOM concept can be applied freely to any threshold or any time frequency.

Finally the above results have to be averaged to provide an illustration of how volatility of a single day would look like, in order to come up with a standard model to capture the times with the highest or lowest volatility (number of events). This will make use of The Intraday Average Observations Model (IAOM).

### D. The Intraday Average Observations Model (IAOM)

The Intraday Average Observations model (IAOM) is of the average observations category that was introduced by [19]. The method introduced in this paper differs from [19] in the fact that IAOM was based on ISOM which captures seasonalities using scaling laws. Hence now that ISOM have been proposed in this project, IAOM will be used to deseasonalise the patterns found by ISOM and to give the
intraday average volatility estimate using the following equation:

\[ IAOM_t(dx(\%)) = \frac{1}{M} \left( \sum_{i=1}^{M} N(dc)_i \right) \]

Where; \( t \) is the particular time of day, \( dx(\%) \) is the particular threshold, \( M \) is the total number of days in the data set, and \( N(dc) \) = number of directional changes (events).

The idea here is to take the average number of observations throughout the whole sample in order to produce a model that would estimate the average number of average observations or events (directional changes within a specified threshold) that would occur per day. It is basically a model that would average the ISOM to give an idea on how an average day would look like. Figure 10 shows the average number of observations for the EUR-USD between 04/04/2006 and 01/09/2007. Analysing this figure, it confirms the observations of ISOM and it gives an indication that the highest volatile time is 14:00-15:00 GMT, it also shows that sometimes such as in between 0.00-5:00 GMT can have negligible impact on the volatility since it did not include many events, hence they can be filtered out when feeding data for the training of ANFIS.

V. OPTIMIZATION OF ANFIS USING ISOM:

It has been shown in section III, ANFIS is an inference system that had shown very good performance when used for predicting and trading high frequency data. ANFIS has been tested in previous sections on high frequency 5-minute EUR/USD data and produced very good results. The idea now is to use of the intraday seasonality observation model to filter and clean this data by pointing out periods of the day where the volatility has been above a certain range (number of events). This will be observed on a daily basis using the Intraday Average Observation Model.

In order to perform this final task, the ISOM model has been redesigned to cater for 5 minute data instead of hourly or 30 minute data as shown previously. We now have bins of 5 minute data and we will capture the directional change as they occur within these bins, where the counter of events will increase according of the number of events, and the number of times the threshold has been exceeded.

ANFIS is now fed data from times of day where the number of observations exceeded 3 events. This means that ANFIS will be trained on data with higher volatility (stress training) and will then be allowed to perform prediction on a set of checking data using the same methodology explained in section III.

Table 4 displays the new results of trading with ANFIS using deseasonalised data from ISOM and IAOM, and this is compared with both the initial ANFIS system and the traditional buy and hold strategy.

<table>
<thead>
<tr>
<th>Neuro Fuzzy system</th>
<th>Winning Rate</th>
<th>Profit Factor</th>
<th>ROI</th>
<th>Sharpe Ratio</th>
<th>Sortino Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buy and Hold</td>
<td>0.42</td>
<td>1.1</td>
<td>0.09</td>
<td>-0.07</td>
<td>-0.05</td>
</tr>
<tr>
<td>Neuro Fuzzy system using ISOM</td>
<td>0.72</td>
<td>2.7</td>
<td>0.33</td>
<td>0.22</td>
<td>0.20</td>
</tr>
</tbody>
</table>
The above results show a good improvement against the results in Table 3 in the winning rate, ROI, Sharpe ratio and Sortino ratio results. These results are a good indication that feeding ANFIS with “cleaner” data, would result in higher performance and better results. These results give indication that if ANFIS is fed with a large amount of training data (more than one year) of EUR/USD, and then we use the proposed volatility modelling system to filter out unwanted times of the day, the performance would increase significantly.

VI. CONCLUSION AND FUTURE WORK
This paper has investigated various areas of computational finance. The distinctive area of soft computing and artificial intelligence has been covered in this paper by developing the Adaptive Neuro Fuzzy Inference System ANFIS.

Secondly, a new promising volatility observation model has been proposed, implemented, and tested. It has displayed very good results which encourage further research in the area. The Intraday Seasonality Observation Model (ISOM) proposed in this paper was inspired by the new scaling laws of finance and has been tested on various levels of thresholds. The observation of a directional change within a threshold leads to the taking of the time stamp and its consequential addition to all the observations that have been made on that time. The power of this method is in the fact that any threshold can be used for any time frequency which leads to the observation of events for the whole data series from a new perspective. Such system, when combined with an already good performing automated trading system such as ANFIS, can provide very good results and can increase the returns of a trader’s portfolio.
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