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Abstract—This paper deals with the tuning of parameters for Automatic Generation Control (AGC). A two area interconnected hydrothermal system with PI controller is considered. Genetic Algorithm (GA) and Particle Swarm optimization (PSO) algorithms have been applied to optimize the controller parameters. Two objective functions namely Integral Square Error (ISE) and Integral of Time-multiplied Absolute value of the Error (ITAE) are considered for optimization. The effectiveness of an objective function is considered based on the variation in tie line power and change in frequency in both the areas. MATLAB/SIMULINK was used as a simulation tool. Simulation results reveal that ITAE is a better objective function than ISE. Performances of optimization algorithms are also compared and it was found that genetic algorithm gives better results than particle swarm optimization algorithm for the problems of AGC.
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I. INTRODUCTION

A large volume of work has already been reported in the field of automatic generation control [1]-[11]. In most of the previous works on interconnected systems, tie-line bias control strategy has been widely accepted by utilities. In this method, Area Control Error (ACE) is calculated through feedback for each area and control action is taken to regulate ACE to zero. Thus, the frequency and the interchanged power are kept at their desired values. A bias constant is used for each area to give relative importance to the frequency error with respect to the tie-line power error. ACE for ith (i = 1, 2) area is defined by utilities as [6]:

\[
ACE_i = \Delta P_{tie,i} + B_i \Delta F_i
\]  

(1)

where,

\( \Delta P_{tie,i} \) = Area Control Error of ith area in p.u. MW
\( B_i \) = Frequency Bias in p.u. MW/Hz
\( \Delta F_i \) = Deviation in frequency in Hz

Performance of any controller depends upon the values of its different parameters. In order to get the best-suited values of these parameters optimization is required. There are several algorithms to optimize different types of functions. In the problems related to AGC, conventional optimization algorithms don’t work effectively. During the last couple of decades a great amount of effort has been made for the improvement of AGC algorithms and development of robust controllers that use Artificial Intelligence (AI) techniques. Amongst these techniques, genetic algorithm has proven to be well established and particle swarm optimization can be considered as another emerging technique. These techniques can be used effectively for variety of problems in engineering and technology including AGC.

In the present work, following three parameters have been identified for optimization purpose:

Kpr, which is a proportional constant multiplied with ACE for control action,

Ki, which is an integral constant multiplied with integral of ACE for control action,

and Bi, as defined above in (1).

In this paper the effect of two different objective functions is studied for optimization of parameters. First is ISE [2], [4] and second is ITAE [9]. These are defined as follows:

\[
ISE = \int_{0}^{\infty} e^2(t) dt
\]  

(2)

\[
ITAE = \int_{0}^{\infty} t |e(t)| dt
\]  

(3)

where, e corresponds to error.

In ISE, only error is considered and therefore no weight is given to time span of error. But, for the problem of AGC, it is required that settling time should be less and also oscillations should die out sooner. To this end in ITAE is taken as integration of time multiplied error, so that oscillations die out sooner.

This paper gives comparative evaluation of GA and PSO with the above two objective functions. Previous works in this area [10]-[12] primarily deal with a typical thermal-thermal system with the use of only one of the AI techniques. Hence, the aim in this paper is to evaluate the comparative performance of both the important AI techniques, namely GA and PSO. The un-optimized AGC performance is also compared with that of AI optimized AGC, in order to appreciate the benefit of parameter tuning.
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II. APPLICATION OF GENETIC ALGORITHM

The genetic algorithm [1], [3], [5] is a global search technique for solving optimization problems, which is essentially based on the theory of natural selection, the process that drives biological evolution. Following are the important terminology in connection with the genetic algorithm:

Individual - An individual is any point to which objective function can be applied. It is basically the set of values of all the variables for which function is going to be optimized. The value of the objective function for an individual is called its score. An individual is sometimes referred to as a genome and the vector entries of it as genes.

Population – It is an array of individuals. For example, if the size of the population is 100 and the number of variables in the objective function is 3, population can be represented by a 100-by-3 matrix in which each row correspond to an individual.

Generation - at each iteration, the genetic algorithm performs a series of computations on the current population to produce a new population by applying genetic operators. Each successive population is called a new generation.

Parents and children - To create the next generation, the genetic algorithm selects certain individuals in the current population, called parents, and uses them to create individuals in the next generation, called children.

Following three genetic operators [5] are applied on parents to form children for next generation:
1. Reproduction - Selects the fittest individuals in the current population to be used in generating the next population. The children are called Elite children.
2. Cross-over - Causes pairs of individuals to exchange genetic information with one another. The children are called Crossover children.
3. Mutation - Causes individual genetic representations to be changed according to some probabilistic rule. The children in this case are called Mutation children.

Fig. 1 shows the flow chart for genetic algorithm.

III. APPLICATION OF PARTICLE SWARM OPTIMIZATION ALGORITHM

Particle swarm optimization (PSO) [7], [8] is a population based stochastic optimization technique inspired by social behavior of bird flocking or fish schooling. The system is initialized with a population of random solutions and searches for optima by updating generations. In PSO, the potential solutions, called particles, fly through the problem space by following the current optimum particles. In PSO system, each individual adjusts its flying according to its own flying experience and its companion’s flying experience. Each particle keeps track of its coordinates in the problem space which are associated with the best solution (fitness) it has achieved so far. This value is called ‘pbest’. Another "best" value that is tracked by the particle swarm optimizer is the best value, obtained so far by any particle in the population. This best value is a global best and called ‘gbest’.

In each iteration, every particle is updated using these two "best" values. After finding the two best values, the particle updates its velocity and positions with following equations (4) and (5).

\[ v[i] = v[i] + c1 \times \text{rand()} \times (pbest[i] - present[i]) + c2 \times \text{rand()} \times (gbest[i] - present[i]) \]  \hspace{1cm} (4)

\[ \text{present[i]} = \text{persent[i]} + v[i] \]  \hspace{1cm} (5)

where, \( v[i] \) = particle velocity, \( \text{persent[i]} \) = current particle (solution), \( \text{rand()} \) = random number between (0,1), \( c1 \) and \( c2 \) are learning factors, usually \( c1 = c2 = 2 \) and \( pbest[i] \) and \( gbest[i] \) are defined as discussed earlier.

Fig. 2 shows the flow chart of particle swarm optimization algorithm.

IV. COMPARISONS BETWEEN OPTIMIZATION ALGORITHMS

The genetic algorithms and particle swarm optimization algorithm search from many points in the search space at once and yet continually narrow the focus of the search to the areas of the observed best performance. These algorithms can be applied to solve a variety of optimization problems that are not well-suited for standard optimization algorithms, including problems in which the objective function is discontinuous, non-differentiable, stochastic, or highly nonlinear.
GA and PSO converge to global optima unlike the conventional optimization techniques, since they search from a population of points and are based on probabilistic transition rules. Conventional optimization techniques are ordinarily based on deterministic hill-climbing methods, which, by definition, will only find local optima.

Most of the evolutionary techniques have the following procedure:

1. Random generation of an initial population
2. Reckoning of a fitness value for each subject. It will directly depend on the distance to the optimum.
3. Reproduction of the population based on fitness values.
4. If requirements are met, then stop. Otherwise go back to 2.

From the above procedure, it was observed that PSO shares many common points with GA. Both algorithms start with a group of a randomly generated population, both have fitness values to evaluate the population. Both update the population and search for the optimum with random techniques. However, PSO does not have genetic operators like crossover and mutation. Particles update themselves with the internal velocity. They also have memory, which is important to the algorithm.

Compared with GA, the information sharing mechanism in PSO is significantly different. In GA, chromosomes share information with each other. Therefore, the whole population moves like a one group towards an optimal area. On the other hand in PSO, only ‘gbest’ gives out the information to others and therefore it is a one-way information sharing mechanism.

V. ILLUSTRATIVE SYSTEM EXAMPLE

In the literature a lot of works concerning AGC have already been reported considering conventional controllers. Although, many studies pertaining to thermal plants are available, only few works deal with the area of hydrothermal systems provided with reheater and electric governor.

In the present work, investigations have been carried out on an interconnected hydrothermal system provided with reheater type of turbine and electric governor as shown in Fig. 3. The system parameters are given in Appendix. MATLAB (/Simulink) [13] is used as a simulation tool to obtain dynamic responses for $\Delta F_1$, $\Delta F_2$ and $P_{tie}$ for 1% step load perturbation in thermal area.

The turbine governor parameters are given in Appendix. For the purpose of optimization, the controller parameters for both areas are assumed to be same, i.e. $K_i1 = K_i2 = K_i$, $K_{pr1} = K_{pr2} = K_{pr}$ and $B1 = B2 = B$. The optimum values of these parameters have been calculated using genetic algorithm and particle swarm optimization algorithm. Equations of two objective functions (ISE and ITAE) used are given below:

$$ISE = \int_0^{40} (\Delta F_1^2 + \Delta F_2^2 + \Delta P_{tie}^2) dt$$

(6)

$$ITAE = \int_0^{40} t(\Delta F_1 + |\Delta F_2| + |\Delta P_{tie}|) dt$$

(7)

VI. RESULTS AND DISCUSSION

A digital simulation of the system was performed using MATLAB (/Simulink) over a time period of 80 seconds, for each individual (particle) of the current population. The simulation is performed by considering 1% load perturbation in thermal area only. The value of objective function is calculated and then next population is produced using optimization algorithm. The procedure is repeated till maximum number of generations (iterations) is reached or algorithm converges to a optimum value. Table I shows different parameters of GA and PSO, used for simulation.

The optimization process is repeated 4 times for each of combination namely, using ISE and GA, using ITAE and GA, using ISE and PSO and using ITAE and PSO. From these four sets, results with more number of occurrences are shown in Table II and Table III. Table II shows the results using ISE and ITAE with GA and Table III shows the results using ISE and ITAE with PSO. It may be noted that the higher values of ITAE is due to multiplication of time factor as indicated in (6) and (7) above, and it doesn’t in any way ascertain a poor response. The actual responses are given in the plots and discussed in the coming sections.

Once the optimized parameters are obtained as above, the same were used in the model of Fig. 3. Simulation runs were carried out with these values in order to compare the responses obtained by GA and PSO with both the objective functions (ISE and ITAE). The performance of AGC is determined in terms of variation in frequency of all the areas and also the variation in agreed tie line flow;
Fig. 3 transfer function model of the interconnected hydrothermal system

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>PARAMETERS USED FOR GA AND PSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA Parameters</td>
<td>PSO Parameters</td>
</tr>
<tr>
<td>Population size: 20</td>
<td>Population size: 20</td>
</tr>
<tr>
<td>Max. number of generations: 120</td>
<td>Max. number of iterations: 200</td>
</tr>
<tr>
<td>Crossover fraction: 0.8</td>
<td>c1 = 2.0</td>
</tr>
<tr>
<td>Mutation fraction: 0.1</td>
<td>c2 = 2.0</td>
</tr>
<tr>
<td>Reproduction probability: 0.1</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>OPTIMAL VALUES OF PARAMETERS USING GENETIC ALGORITHM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ki</td>
<td>Kpr</td>
</tr>
<tr>
<td>ISE</td>
<td>0.086456</td>
</tr>
<tr>
<td>ITAE</td>
<td>0.16547</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE III</th>
<th>OPTIMAL VALUES OF PARAMETERS USING PARTICLE SWARM ALGORITHM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ki</td>
<td>Kpr</td>
</tr>
<tr>
<td>ISE</td>
<td>0.1097</td>
</tr>
<tr>
<td>ITAE</td>
<td>0.21127</td>
</tr>
</tbody>
</table>

the responses below compare the same for both hydro and thermal areas. Figs. 4 to 6 give the response obtained with GA with 1% load perturbation in the thermal area; while Figs. 7 to 9 give the relative performance with PSO for the same case of load perturbation with both the objective functions. As obvious from these results, the performance of AGC is better when the objective function used is ITAE as compared with ISE for most of the cases. Although simulation was performed for 80 seconds, graphs are shown for first 60 seconds for clarity. As it can be observed from these results, when ISE is used as objective function oscillations don’t die out soon and remain for longer time. In case of ITAE, however, we get improved damping, though the settling time is almost of the same order.

Fig. 4 frequency change in thermal area (using GA)
Figs. 10 to 12 compare genetic algorithm and particle swarm optimization algorithm. As it was observed that ITAE is better objective function than ISE, therefore comparison between GA and PSO is now done by using ITAE alone as objective function. From these results it can be seen that the results obtained from both GA and PSO are compatible. It can also be observed that genetic algorithm gives better frequency response. As verified by Table II and Table III, the respective objective function values are less in the case of genetic algorithm.

The previous section gives the comparison of GA Vs PSO; and the results in both the cases are found very close to each other. Nevertheless, if typical un-optimized values of $B$, $K_i$ and $K_{pr}$ are taken (as given in Appendix); then the system responses differ significantly. Figs. 13 to 15 compare the optimized response with un-optimized response. As it has been already observed that GA together with ITAE gives best results, therefore they are used for comparing with un-optimized response. It can be seen from these results that optimized response is much better than un-optimized one.

In Fig. 16 Fitness value is plotted against Number of generations when optimized by GA. It was observed that all the population converges to a single value and thus confirms the reliability of results obtained using GA. The best value of the fitness function (objective function i.e. ITAE) comes out to be 2.0914 and their mean is 28.0378 over 120 generations. The best value of optimization parameters is also shown in the other half of the figure.
This work compares two different optimization algorithms (GA and PSO) and two objective functions (namely ISE and ITAE), for the parameters of an interconnected two area system. It is found that parameters obtained by using ITAE as objective function, give response in which oscillations and variation in tie line power flow are lesser. Subsequently, optimization algorithms using GA and PSO are compared with ITAE as an objective function. It is found that the responses obtained by the two algorithms are comparable. Yet, GA gives a better frequency response than that obtained with PSO. It was also noted that the optimized response either with GA or PSO, differ significantly compared to an un-optimized response with typical values of AGC parameters. The future extension of this work can be in studying the comparative performance of various AI techniques for larger (multi-area) systems with variegated values of parameters. In addition, simultaneous disturbance in all the areas concerned can also be considered.

VII. CONCLUSIONS
APPENDIX

Nominal parameters of hydrothermal system investigated:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f$</td>
<td>60 Hz</td>
</tr>
<tr>
<td>$D_1 = D_2$</td>
<td>$8.33 \times 10^{-3}$ p.u. MW/Hz</td>
</tr>
<tr>
<td>$T_g$</td>
<td>0.08 sec</td>
</tr>
<tr>
<td>$R_1 = R_2$</td>
<td>2.4 Hz/p.u. MW</td>
</tr>
<tr>
<td>$T_i$</td>
<td>10.0 sec</td>
</tr>
<tr>
<td>$H_1 = H_2$</td>
<td>5 sec</td>
</tr>
<tr>
<td>$P_{tie,\text{max}}$</td>
<td>200 MW</td>
</tr>
<tr>
<td>$K_s$</td>
<td>0.5</td>
</tr>
<tr>
<td>$T_c$</td>
<td>1.0 sec</td>
</tr>
</tbody>
</table>
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