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Abstract—This paper presents the design and implementation of the WebGD, a CORBA-based document classification and retrieval system on Internet. The WebGD makes use of such techniques as Web, CORBA, Java, NLP, fuzzy technique, knowledge-based processing and database technology. Unified classification and retrieval model, classifying and retrieving with one reasoning engine and flexible working mode configuration are some of its main features. The architecture of WebGD, the unified classification and retrieval model, the components of the WebGD server and the fuzzy inference engine are discussed in this paper in detail.
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I. INTRODUCTION

Computerized information service is becoming popular in our information society. With the rapid development of networking technology, particularly the popularity of Internet, traditional computer information systems will be transitioned into networked and distributed ones.

The Internet browser/Web server computing model is a simple but effective model. Its simplicity lies in its use of hypertext model and HTTP protocol. Its effectiveness lies in the fact that huge number of distributed information resources can be organized as a hypertext web and you can get any information you want with the browser tool. This computing model is a static one in essence. It is not suitable to some complicated applications. CGI can relieve the problem to certain extent, but as a stateless technique, CGI has its limits too. Worse still, CGI implementations do not rigidly follow a standard, making portability a problem. The invention of Java solved the limitations of CGI to a certain extent, but as a stateless technique, CGI has its limits too.

The Internet browser/Web server computing model is a simple but effective model. Its simplicity lies in its use of hypertext model and HTTP protocol. Its effectiveness lies in the fact that huge number of distributed information resources can be organized as a hypertext web and you can get any information you want with the browser tool. This computing model is a static one in essence. It is not suitable to some complicated applications. CGI can relieve the problem to certain extent, but as a stateless technique, CGI has its limits too. Worse still, CGI implementations do not rigidly follow a standard, making portability a problem. The invention of Java solved the limitations of CGI to a certain extent, but as a stateless technique, CGI has its limits too.

II. WEBGD ARCHITECTURE

Fig.1 shows the architecture of WebGD. The overall framework is an Internet browser/Web server architecture using IIOP protocol to communicate between them (see the upper part of Fig.1). The WebGD system has two parts, the client and the server. The client and the HTML file that the client code is anchored are shown at the upper box of the WebServer in Fig.1 and the server components are shown at the lower box of the WebServer in Fig.1.

The client of WebGD consists of three parts: (1) the WebGD client application code; (2) the IDL generated client stub which provides down-call interface with the ORB engine (runtime kernel) to application code; (3) the ORB engine which performs real communication between client and server. The client program is pure Java code, and thus can be downloaded onto any machine supporting Java virtual machine (JVM).

The server program of WebGD also has three main parts: (1) the WebGD server implementation code, i.e., the wrapper code and the WebGD server proper; (2) the IDL generated server skeleton which provides upcall interface with the wrapper code to the ORB engine; (3) the ORB engine which performs real communication between client and server. The client program is pure Java code, and thus can be downloaded onto any machine supporting Java virtual machine (JVM).
communication between client and server. The server is implemented in C++.

End user uses an Internet browser such as Netscape Navigator and Internet Explorer and gives the URL of the WebGD system. The Home page WebGD.html in which there is an anchor (an Applet tag) is downloaded. This applet tag is anchored to a CORBA-enabled Java applet. After the home page is loaded, the browser recognizes the Applet tag and requests the JVM to download and run the WebGD client application code. When interpreting the code, JVM automatically downloads the IDL client stub, and finally downloads the ORB classes, thus getting support of CORBA ORB core. All these are transparent to end user and code downloading is a standard “class loader” function of the Java interpreter. The CORBA-enabled client applet communicates with the WebGD server with IIOP protocol. WebGD server generates a html result file to inform the result of a classification or retrieval request. The file name is returned as a function return value to the event procedure on the client side and the client code downloads the file to the browser for displaying according to the current context.

III. DOCUMENT CLASSIFICATION AND RETRIEVAL SERVER

Theoretical basis of the WebGD server is the unified classification and retrieval model we propose. The basic idea of the model is: (1) the knowledge used in classification and retrieval process is organized as a conceptual hierarchy, a fuzzy bounded algebraic lattice; (2) the document text is preprocessed to get the initial evidences to support or deny concepts; (3) the classification and retrieval process is modeled as an evidence-driven, conceptual hierarchy knowledge-based fuzzy reasoning process; (4) results of classification and retrieval are represented as fuzzy sets on different base sets or the cut set of them [3], [4].

A. Unified Classification and Retrieval Model

Let \( \sum = \{ a_1, a_2, \ldots, a_n \} \) be the set of Chinese characters, \( f_w: \sum^* \rightarrow \{0,1\} \) be the function to decide whether a Chinese character string is an acceptable Chinese word, and \( W = \{ \alpha | \alpha \in \sum^*, f_w(\alpha) = 1 \} \) be the set of all acceptable Chinese words. Suppose \( D = \{ d_1, \ldots, d_m \} \) be the set of documents to be processed. To observe whether a given document is relevant to a concept, We can follow a systematic approach. First a Chinese word segmentation procedure is executed and the evidences are extracted from documents with the help of a system word list (if any). Then an inference procedure is carried out with the conceptual hierarchy (detailed later) as the knowledge base and the evidences extracted from the documents as evidence base. And finally relevance value of concept \( c \) to document \( d_i \) is
obtained. As relevance value is not accurate, fuzzy inference technique is used in our system. The WebGD model is based on the basic idea above and formally defined as follows.

**Definition 1.** The WebGD model is the ten-tuple given below.

\[ \langle D, W, SL, KB, OP, V, Q, f_{seg}, f_o, f_{ev} \rangle \]

where \( D \) is the set of documents to be processed by the WebGD system, \( W \) is the set of all legal Chinese words, \( SL \) is the set of system word lists, \( KB \) is the set of knowledge bases in the form of conceptual hierarchy, \( OP \) is the option set for fuzzy inference, the element of which has the form of \((\text{and}_op, \text{or}_op, \text{detach}_op, \text{thd})\) with \( \text{and}_op \) representing conjunct operator, \( \text{or}_op \) disjunct operator, \( \text{detach}_op \) detachment operator, \( \text{thd} \) threshold function.

\( V \) is the set of concepts, \( f_{seg} : D \rightarrow P(W) \) is the Chinese word segmentation function, \( f_o : P(W) \ast SL \rightarrow P(W) \) is an evidence acquisition function, \( f_{ev} : P(W) \ast Q \ast KB \ast OP \rightarrow V \) is a concept evaluation function.

Now we give further explanation to this definition. There are two kinds of system word list. One is called insignificant word list(IWL), the other significant word list(SWL). The behavior of function \( f_o \) is closely related to this list. Assume all the words in document \( d \) make the set \( Wd \), system word list used is sl list. Function \( f_o \) is defined as follows.

\[
\begin{align*}
Wd\text{-sl} & \quad \text{if the type of sl is IWL} \\
Wd\lnot\text{sl} & \quad \text{if the type of sl is SWL} \\
Wd & \quad \text{if sl is empty}
\end{align*}
\]

Relevance value of concept \( c \) to document \( d \) is

\[
\alpha_{cd} = f_o(f_o(f_{seg}(d), sl), c, kb, op)
\]

where \( d \in D, sl \in SL, c \in Q, kb \in KB, op \in OP \).

At the time we perform document retrieval and classification, \( sl, kb, \) and \( op \) usually are invariant, so the above formula can be rewritten in the following convenient form.

\[
\alpha_{cd} = f_o(c, d)
\]

Let all the fuzzy sets defined on \( D \) be \( \tilde{S} \) (\( D \)), all the fuzzy function defined on \( C \) be \( \tilde{S} \) (\( C \)), we have the following definitions for document retrieval and classification.

**Definition 2.** Concept retrieval \( \tilde{f}_r : Q \rightarrow \tilde{S} \) (\( D \)) is defined as

\[
\tilde{f}_r(q) = \{f_o(q, d_1)/d_1, ..., f_o(q, d_n)/d_n\}
\]

**Definition 3.** Document classification \( \tilde{f}_c : D \rightarrow \tilde{S} \) (\( C \)) is defined as

\[
\tilde{f}_c(d) = \{f_o(c_1, d)/c_1, ..., f_o(c_n, d)/c_n\}
\]

We have mentioned of conceptual hierarchy in the above discussion. Now we give a formal definition for it.

**Definition 4.** Suppose \((N, \prec)\) is a bounded lattice and the number of elements in \( N \) is not less than 3, let \( u \) and \( l \) be the whole upper bound and whole lower bound respectively. We define

\[
\text{Nodes} = N \setminus \{u, l\}, \quad \text{Edges} = \{(a, b) | a \in \text{Nodes}, a \neq b, a \prec b \text{ and for all } c \in \text{Nodes}, a \prec c \text{ and } c \prec b \text{ cannot hold}\}
\]

Then \( \text{Nodes} \) is called the term set, and \( \text{Edges} \) the link set.

**Definition 5.** Conceptual hierarchy \( CH \) is a quadruple \((\text{Nodes}, \text{Edges}, \text{Cluster}, f)\) where

1. \( \text{Nodes} \) is a term set,
2. \( \text{Edges} \) is a link set
3. \( \text{Cluster} \subseteq \text{Nodes} \times \text{Nodes} \), which satisfies condition: if \((a, s) \in \text{Cluster}, s \text{ cannot be empty.}\)
4. \( f : \text{Cluster} \rightarrow [0,1] \) is a mapping.

**Definition 6.** Let \( CH = (\text{Nodes}, \text{Edges}, \text{Cluster}, f) \) be a conceptual hierarchy. \( n \in \text{Nodes} \) is called a concept if there exists an \( m \in \text{Nodes} \) that makes \((n, m) \in \text{Edges} \).

**Definition 7.** Let \( CH = (\text{Nodes}, \text{Edges}, \text{Cluster}, f) \) be a conceptual hierarchy. \( n \in \text{Nodes} \) is called a keyword if for all \( m \in \text{Nodes} \), \((n, m) \in \text{Edges} \).

**B. Structure of the WebGD Server**

The WebGD server is designed as a four tiered architecture. The first tier is a support layer, including a database management support sub-system DBMS/GD. DBMS/GD provides such functions as database schema definition, database manipulation and index management.

The second tier is the kernel of WebGD server. It is composed of three major sub-systems, i.e., the document preprocessing and evidence acquisition sub-system (DPEA), the knowledge base management sub-system for conceptual hierarchy(KBCH), and the concept evaluation sub-system based on fuzzy logic(FCES). DPEA first conducts word segmentation, that is, transforms the string-form text into word list (for Western languages which have explicit delimiters between words, this step is unnecessary), then recognize the words and their features, such as paragraph number, sentence number, word number, whether they are in the title, whether they have significant implications. After this, DPEA decides if the words extracted should be inserted into the evidence base as evidences according to the type and contents of the system word list. KBCH is in charge of transformation of knowledge base from external form to internal form of conceptual hierarchy, controlling the loading of KB, and management of core image for KB. FCES gives the fuzzy reasoning mechanism. It conducts
Evidence primitives are represented in the conceptual hierarchy lattice as nodes with zero out degree. There are two types of evidence primitives: keywords and operators. Keywords are text words or phrases appeared in the documents being processed and taken as evidences. Operators include such operators as logical operators, range operators, positional operators, words count operators and free match operators. Evaluation of evidence primitives is implemented by access procedures which directly access the evidence base.

The value of a keyword is defined as the weighted sum of the keyword’s occurrence frequencies at the various positions. Evaluation of an operator is much more complex. Theoretically it is equivalent to a join or join-like operation of variable number of relations. There are two key issues to be solved to implement. The first issue is tackled with a cursor locking technique combined into traditional relational database engine. The second issue is solved by properly controlling the recursive evaluation process of multi-relations join (the relations joined may be the same in some instances).

C.2 Rule evaluation

Conjunct operators should meet the criteria of triangular norm[3],[5]. In our implemented system we have taken the following three.

1. \( rv(A \lor B) = \max[0, rv(A) + rv(B) - 1] \)
2. \( rv(A \land B) = rv(A) \cdot rv(B) \)
3. \( rv(A \Downarrow B) = \min[rv(A), rv(B)] \)

There are five kinds of detachment operators in our system. They are:

1. \( rv(B) = \min[rv(A), rv(A \Rightarrow B)] \)
2. \( rv(B) = \begin{cases} \min[rv(A) \lor (A \Rightarrow B)] & \text{if } rv(A) + rv(A \Rightarrow B) > 1 \\ 0 & \text{otherwise} \end{cases} \)
3. \( rv(B) = rv(A) \cdot rv(A \Rightarrow B) \)
4. \( rv(B) = \max[0, rv(A) + rv(A \Rightarrow B) - 1] \)
5. \( rv(B) = \max[0, rv(A) + rv(A \Rightarrow B) - 1] / rv(A) \)

C.3 Concept evaluation

Disjunct operators should be triangular conorm[5],[6]. In our current implementation, the following three are taken.

1. \( rv(\forall V B) = \min[1, rv(A) + rv(B)] \)
2. \( rv(\forall V B) = rv(A) + V(B) - rv(\forall V B) \cdot rv(B) \)
3. \( rv(\forall V B) = \max[rv(A), rv(B)] \)

IV. CONCLUSION

This paper presents the design and implementation of the WebGD, a CORBA-based document classification and retrieval system on the Web. The WebGD makes use of such techniques as Web, CORBA, Java, NLP, fuzzy technique, knowledge-based processing and database technology. Unified classification and retrieval model, classifying and retrieving with one reasoning engine and flexible working mode configuration are some of its main features of WebGD. Document classification and document retrieval share the same...
core engine. The engine is knowledge-based, but it can work with an empty rule base (in this case, the system is much like a full text retrieval system). The rule base can be incrementally constructed, with a structure having common KB and domain KB separated. The rule base can be incrementally loaded or overlapped dynamically. The work presented in [7] is also based on conceptual KR, but it is designed for document retrieval only and is not flexible. The knowledge base in WebGD is ontology-based, similar to [8-10]. Organization of the knowledge base is two-layered, one Common, one Specific, which is very different from [11].

Initial experiment shows very positive results. We choose the written motions from the National Political Consultative Committee for experiment. The 400 motions are to be sorted into 13 topic categories. Using our system, 91% of the motions are correctly or nearly correctly classified. As the ontological knowledge base is improved, the result is expected to be more accurate.
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