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Abstract—Classifier fusion may generate more accurate classification than each of the basic classifiers. Fusion is often based on fixed combination rules like the product, average etc. This paper presents decision templates as classifier fusion method for the recognition of the handwritten English and Farsi numerals (1-9).

The process involves extracting a feature vector on well-known image databases. The extracted feature vector is fed to multiple classifier fusion. A set of experiments were conducted to compare decision templates (DTs) with some combination rules. Results from decision templates conclude 97.99% and 97.28% for Farsi and English handwritten digits.
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I. INTRODUCTION

The field of handwriting recognition has been a topic of insensitive research for many years. Handwritten digit recognition is still a problem for many languages like Arabic, Farsi, Chinese, English, etc [1]. Some of its important application is bank checking process, reading postal codes and reading different forms [2]. However, when the input stream of characters is not available from the keyboard, but rather through handwriting, it is useful to have a machine perform pattern recognition as an interface to be able to read and interpret the written text. A machine that does that can process more than a human being in the same time, this kind of application saves time and money and eliminates the requirement that a human perform such a repetitive task. For the recognition of English handwritten digits, various methods have been proposed [3]-[7]. But a few numbers of studies have been reported for Farsi language [8]-[10].

Learning is a process, that different procedures exceeds to different performance also feature extraction methods influence on performance. There is no standard algorithm to do best performance with a few numbers of data. Each of classification method dependent on different biases performs different from the other. For example two similar neural networks in type of multi-layer perceptron perform different because of randomly selection of first weights. In pattern recognition, the recognition rate of such systems is still low, and there is a need to improve it. The combination of multiple classifiers was shown to be suitable for improving the recognition performance in difficult classification problems [11]-[14]. It has become clear that for more datasets that are complicated various types of combining rules can improve the set of classifiers. Complexity in classification can be represented from limitation in number of data, classes overlapping and credible noise in data. Results from [15]-[17] show that when classifiers have small error rate and independent in decision-making, combination of classifiers is useful. There are many ways to combine the results of a set of classifiers, depending on the type of the classifiers’ output [18]. Classifiers are different by one of these methods.

a. Using different learning algorithms.
For example, we can use multi-layer perceptron, radial basis function network and decision trees in an ensemble to make a composite system [19].

b. Using certain algorithms with different complexity.
For example, using networks with different number of nodes and layers or nearest neighbor classifiers with different number of prototypes [20].

c. Using different learning parameters.
For example in an MLP, different initial weights, number of epochs, learning rate and momentum or cost function can affect the generalization of the network [20].

In the most general case, a classifier generates a score value for each class. In this case the sum, product, maximum, minimum, or the median of the scores of all classifiers can be calculated and the class with the highest value is regarded as the combined result. However, to actually build a multiple classifier system, one needs a number of basic classifiers.

The method developed here is based on a set of c matrices called decision templates (DTs). DTs are a robust classifier fusion scheme that combines classifier outputs by comparing them to a characteristic template for each class. DT fusion uses all classifier outputs to calculate the final support for each class, which is in sharp contrast to most other fusion methods. It uses only the support for that particular class to make their decision [18].
In this paper, the above mentioned model is investigated for recognition of both English and Farsi hand written digits. Basic classifiers are multi-layer perceptron neural networks. Section II introduces the feature extraction method and reduction large dimension. In Section III the details of combining classifier fusion schemes are discussed. Section IV contains our experimental results for two dataset (Pendigit and Farsi).

II. FEATURE EXTRACTION

Transforming the input data into the set of features is called features extraction. Feature extraction is a special form of dimensionality reduction. Analysis with a large number of variables generally requires a large amount of memory and computation power or a classification algorithm, which overfits the training sample and generalizes poorly to new samples. When the input data to an algorithm is too large to be processed then the input data will be transformed into a reduced representation set of features (also named features vector). If the features extracted are carefully chosen it is expected that the features set will extract the input data in order to perform the desired task using reduced representation instead of the full size input. It is important to select type of feature extraction. Because it is the important, factor in the performance of pattern recognition systems [24]. Selection type of feature extraction is dependent on the application. Different features are purposed to recognize digits and characters. They are Furies Transform, Invariant Moments, Geometric Moments, Characteristic Loci and others [25]-[30]. In this paper Characteristic Loci is used to recognize digits. As it will be described later, Pendigit dataset is ready for classification and preprocessing has been done on pictures. Farsi dataset are 60,000 pictures that need to resize them in the same and change in to vector.

A. Characteristic Loci

It has been shown that Characteristic Loci Feature has good results in handwritten digit recognition [31]. Characteristic Loci Feature is commonly in vertical, horizontal and 45 or 135 degree orientation. A digit is related to each point of picture. This digit is dependent on the number of contacts along four directions, up, down, left and right. This feature vector has 81 components that each of them is relative amplitude of the specified digit in the picture. To normalize this, it can be divided to the number of black pixels. Fig. 1 shows how to calculate Characteristic Loci Feature vector for a pixel of a picture.

B. Dimensionality Reduction

One of the most important transform to reduce dimensionality for simple and fast data processing and picture classification is a linear Principal component (PCA). Now it is mostly used as a tool in exploratory data analysis and for making predictive models. It involves a mathematical procedure that transforms a number of possibly correlated variables into a smaller number of uncorrelated variables called principal components. The first principal component accounts for as much of the variability in the data as possible [32]. There are three reasons why PCA is an appropriate transformation method for the handwritten digit dataset. Firstly, PCA as a linear transformation method is very simple. Secondly, the components of the transformed feature vector are statistically independent. Another reason for using PCA is that the feature components are ordered according to their importance. By removing the last n components, the dimensionality of the feature vector may be reduced without losing too much information. The optimal value for n must be empirically determined for each application. Suppose (feature vector) of train data are $T_1, T_2, ..., T_M$.

$$A = \frac{1}{M} \sum_{i=1}^{M} T_i$$

(1)

$$X_i = T_i - AI < i < M$$

(2)

$$Y = [X_1, X_2, ..., X_M]$$

(3)

Where A is mean vector, X, is the difference between feature vector and mean vector and Y matrix is determined by Equation (3). Covariance Matrix is N×N matrix that is represented in Equation (4); N is the dimension of feature vector.

$$C = \frac{1}{M} \sum_{i=1}^{M} X_i X_i^T = \frac{1}{M} YY^T$$

(4)

In this paper, first pictures are mapped in to center of a zero matrix with size (63×51). Then all of pictures are the same size. In this present N=81 component of characteristic Loci feature was calculated. Then a few number of PCA component was selected and these feature vector are transform matrices. These reduced vectors are given to neural network. By this method feature vector is reduced and large computational is decreased. It has been shown that 20 component of PCA concluded best results.

![Fig. 1 Characteristic Loci Feature vector for a pixel of a picture](image)

III. COMBINE CLASSIFIERS

Different algorithm for combining classifiers to achieve higher accuracy is offered. Some of them are voting pool of classifiers [20], max rules, min, average, product, Decision templates[18], mixture of experts [11-14] and divide-and-conquer classifiers [23] etc. Let x be a feature vector,
{ω₁, ω₂, ..., ωₙ} be the label set of c classes and {D₁, ..., Dₙ} be the set of L classifiers. The output of ith classifier is marked as \( D_i(x) = [d_{i,1}(x), ..., d_{i,c}(x)] \), where \( d_{i,j}(x) \) is the degree of support given by classifier \( D_i \) to the assumption that \( x \) comes from class \( ω_j \). \( D \) is the fused output of L first-level classifiers as:

\[
D(x) = F(D_1(x), ..., D_L(x)) = [μ^i_1(x), ..., μ^i_L(x)]'
\]

where \( F \) is called aggregation rule.

The classifier outputs can be formed in a decision profile (DP) as the matrix

\[
DP(x) = \begin{bmatrix}
d_{i,1}(x) & d_{i,1}(x) & ... & d_{i,c}(x) \\
d_{i,1}(x) & d_{i,1}(x) & ... & d_{i,c}(x) \\
... & ... & ... & ... \\
d_{i,1}(x) & d_{i,1}(x) & ... & d_{i,c}(x)
\end{bmatrix}
\]

Some methods calculate the support for class \( ω_j \) using only the ith column of \( DP(x) \). Fusion methods that use the DP class-by-class will be called class-conscious. Examples of class-conscious fusion operators are average, minimum, maximum, product, etc.

A. Decision Templates (DTs)

Assuming \( Z = \{z_1, ..., z_N\}, z_j \in \mathbb{R}^c \) is the labeled training data set. The decision template \( DT(Z) \) of class i is the \( L \times c \) matrix \( DT_i^c = [dt_{i}(k,s)(Z)] \) whose \((k, s)\)th element is computed by:

\[
dt_{i}(k,s)(Z) = \frac{\sum_{j=1}^{N} Ind(z_j,i) d_{i,j}(z_j)}{\sum_{j=1}^{N} Ind(z_j,i)}, k = 1, ..., land s = 1, ..., c,
\]

Where \( Ind(z_j,i) \) is an indicator function with value 1 if \( z_j \) has label i, and 0, otherwise [10]. The decision template \( DT_i^c \) for class i is the average of the decision profiles of the elements of the training set Z labeled in class i. When feature vector \( (x) \) is submitted for classification, the DT algorithm matches \( DP(x) \) to \( DT_i^c \), \( i = 1, ..., c \), and produces the class labels.

\[
μ^i_0(x) = \ell(DT_i^c, DP(x)), i = 1, ..., c
\]

Where \( \ell \) indicates a similarity measure. The higher the similarity between the decision profile of the current \( x \) (\( DP(x) \)) and the decision template for class i (\( DT_i^c \)), the higher the support for that class. There are various measures of similarity that can be used [18]. Fig. 1 illustrates how the DT scheme operates. The decision templates are calculated in advance using \( Z \) in Equation (1). Measures of similarity based on the Euclidean distance between matrices \( DP \) and \( DT_i^c \) are used. The operation of it is shown in Equation (8).

\[
N(DP, DT_i^c) = μ^i_0(x) = 1 - \frac{1}{Lc} \sum_{s=1}^{c} \sum_{k=1}^{L} (dt_{i}(k,s) - d_{i,s}(x))^2
\]

In this study, two-procedure training is applied that its scheme is represented in Fig. 2. Four multi-layer perceptron with different neurons in hidden layer as basis classifiers train 15000 data that have been reduced dimensionality. There are different classifiers because of different hidden layers and different training weights. So combine of them can improve the performance of recognition. In the second procedure a decision template for each class is formed. Number of data as test are 5000 which each of them is compared with DTs of classes and final class is predicted.

IV. EXPERIMENTAL RESULTS

The classic fusion and DTs method is tested on both standard Farsi and English dataset. For the English, Pendigit database is used [22]. For the Farsi dataset, experiments were performed on 15000 Farsi digit that randomly is selected from Hoda database that recently was developed [13].

A. Farsi Digit Database

Khosravi et al. [21] have introduced a very large corpus of Farsi handwritten digits. They extracted handwritten digits from 11,942 forms filled by diploma and bachelor students registered in the Iran’s nationwide university entrance exam; 5,393 forms were filled by Diploma students and 6,549 others by BS students. All forms were scanned at 200 dpi resolution in 24 bit color format. After applying a threshold, they came into 102,352 binary images from which they chose 60,000 images for train and 20,000 for test.

B. English Digit Database

Fevzi et al have collect samples of ten handwritten digits from 44 writers. These writers were asked to write 25 examples from each of the digits in random order inside
boxes of 500 by 500 tablet pixel resolution. Some preprocessing like normalize data, blur and down sample the image to get invariance to small translations and decrease dimensionality was done. After preprocessing, database is divided from 44 writers into one containing 30 writers and another containing 14 writers. The first part is for training, examples from 14 writers constitute the writer-independent test set. The database to the UCI Repository under the name Pendigits is available over the internet [22]. Distribution of digits of both database are represented in Table I. Patterns from English and Farsi datasets are illustrates in Fig. 3.

Scheme of Farsi hand written digit recognition system is represented in Fig. 2. It consists of four parts to recognition-handwritten digits. In the first part feature vector with 81 components is extracted. In dimensionality reduction, feature vector with 5, 10, 15, 20, 25 and 35 PCA component is selected. Tables II shows the classification accuracy of Farsi database for all PCA components. It is concluded that feature vector in length 20 has acceptable performance. The extracted vectors are fed to four individual classifiers. The classifier structures are multi-layer perceptron. The training parameters of network consist of 60 neurons in hidden layer and 400 epochs with 0.1 learning rate.

To evaluate the performance of DTs as fusion classifier method, experiments were conducted in handwritten digit recognition like minimum, maximum, average and product as the aggregation rule and stacked generalization method. The results are represented in Table II and III for both Farsi and English database. It can be seen that recognition rate of system for English database is 97.28% and 97.99% for Farsi database.

### Table I

<table>
<thead>
<tr>
<th></th>
<th>Farsi Train</th>
<th>Farsi Test</th>
<th>English Train</th>
<th>English Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>6,000</td>
<td>2,000</td>
<td>780</td>
<td>363</td>
</tr>
<tr>
<td></td>
<td>6,000</td>
<td>2,000</td>
<td>780</td>
<td>364</td>
</tr>
<tr>
<td></td>
<td>6,000</td>
<td>2,000</td>
<td>719</td>
<td>336</td>
</tr>
<tr>
<td></td>
<td>6,000</td>
<td>2,000</td>
<td>780</td>
<td>364</td>
</tr>
<tr>
<td></td>
<td>6,000</td>
<td>2,000</td>
<td>720</td>
<td>335</td>
</tr>
<tr>
<td></td>
<td>6,000</td>
<td>2,000</td>
<td>778</td>
<td>364</td>
</tr>
<tr>
<td></td>
<td>6,000</td>
<td>2,000</td>
<td>719</td>
<td>336</td>
</tr>
<tr>
<td></td>
<td>6,000</td>
<td>2,000</td>
<td>719</td>
<td>336</td>
</tr>
<tr>
<td></td>
<td>60,000</td>
<td>20,000</td>
<td>7494</td>
<td>3498</td>
</tr>
<tr>
<td>total</td>
<td>60,000</td>
<td>20,000</td>
<td>7494</td>
<td>3498</td>
</tr>
</tbody>
</table>

### Table II

<table>
<thead>
<tr>
<th>Number of PCA components</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIN</td>
<td>82.62</td>
<td>91.66</td>
<td>93.78</td>
<td>93.98</td>
<td>93.76</td>
</tr>
<tr>
<td>MAX</td>
<td>80.64</td>
<td>91.24</td>
<td>93.60</td>
<td>94.20</td>
<td>93.92</td>
</tr>
<tr>
<td>AVG</td>
<td>83.94</td>
<td>91.72</td>
<td>93.72</td>
<td>94.5</td>
<td>94.46</td>
</tr>
<tr>
<td>PRO</td>
<td>83.3</td>
<td>91.12</td>
<td>93.92</td>
<td>94.42</td>
<td>94.5</td>
</tr>
<tr>
<td>Stacked</td>
<td>89.18</td>
<td>96.84</td>
<td>97.72</td>
<td>98.1</td>
<td>98.3</td>
</tr>
<tr>
<td>DT</td>
<td>86.24</td>
<td>95.78</td>
<td>96.80</td>
<td>97.99</td>
<td>97.82</td>
</tr>
</tbody>
</table>

### Table III

<table>
<thead>
<tr>
<th>NN model</th>
<th>MIN</th>
<th>MAX</th>
<th>AVG</th>
<th>PRO</th>
<th>Stacked</th>
<th>DT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>92.33</td>
<td>92.3</td>
<td>92.45</td>
<td>92.48</td>
<td>98.10</td>
<td>97.28</td>
</tr>
</tbody>
</table>
V. CONCLUSION

In these paper decision templates (DTs) was used for recognition of Farsi and English handwritten digit. DTs are based on the similarity between the matrix of classifier outputs for an input $x$ ($DP(x)$) and the $c$ matrix templates found as the class means of the classifier outputs. Combining results of classifiers, recognition rate and generalization ability can be improved. For comparison some combining rule like minimum, maximum, average, product and stack improved. For comparison some combining rule like DP for an input $x$ based on the similarity between the matrix of classifier outputs.

Fig. 3 Sample digits from Farsi and English datasets
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