Abstract—In developing a text-to-speech system, it is well known that the accuracy of information extracted from a text is crucial to produce high quality synthesized speech. In this paper, a new scheme for converting text into its equivalent phonetic spelling is introduced and developed. This method is applicable to many applications in text to speech converting systems and has many advantages over other methods. The proposed method can also complement the other methods with a purpose of improving their performance. The proposed method is a probabilistic model and is based on Smooth Ergodic Hidden Markov Model. This model can be considered as an extension to HMM. The proposed method is applied to Persian language and its accuracy in converting text to speech phonetics is evaluated using simulations.
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I. INTRODUCTION

The text to speech synthesis (TTS) systems consist of the text analyzing process and converting the observation into speech waveform. In other words, association between text and speech waveform must be defined. In recent years, text to speech synthesis technologies for different languages are growing rapidly [1], [2].

During the quarter of century, probabilistic models became the mainstay in defining the association between words and sounds and are extensively used in modeling the processes of both speech perception and generation.

These models work in terms of phonetic units, which are representative and intuitive. Taken together, the set of phonetic units spans the range of sounds used to produce phonetic spellings of every word, as is found in any good dictionary.

The text to speech system model may be thought of consisting two black boxes, which associate words with sounds. The first box takes in raw text and produces strings of phonetic units, which represent the phonetic spelling of each word in the text. The second box generates speech waveform based on the outputs of the first box. The association between each word and its phonetic spelling is most often made with artificial neural networks (ANNs) [3], [4], [5]. The linkage between sub-word units and complete word phonetic spelling can be made with the use of a stochastic finite state automaton (SFSA) that defines a distribution over the possible phonetic spellings of a word.

In the ANN framework, a restricted database exists, which is used as a training set. In this structure, by giving examples of words and their pronunciation to the network, the system will be able to find association between the words and their phonetic spelling. It is therefore possible to generalize and obtain outputs even when the ANN is presented with previously unseen words. However, in some complex languages such as Persian, ANN may cause some illegal errors, which result in degradation of word intelligibility [6], [7]. The contributions of this paper are in the application of a new probabilistic modeling framework, called Smooth Ergodic Hidden Markov Model, to the problem of text to speech systems, and in showing how it can be used to address the problem with the HMM.

Smooth Ergodic Hidden Markov Model (SEHMM) provides an ideal framework in which to formulate probabilistic model that are simultaneously expressive, precise, and compact. Because of the dynamic nature of any language, the ergodicity of the model helps a lot in adapting to new words.

In this paper, we first briefly review the theory of Hidden Markov Models and then extend it to idea of Smooth Ergodic Hidden Markov Model (SEHMM). The developed model is then applied to the Persian text to speech system.

II. HIDDEN AND SMOOTH HIDDEN MARKOV MODEL

Hidden Markov Models (HMMs) belong to a powerful class of modeling technique that represents discrete state processes [8], [9]. The main idea behind the Hidden Markov Model is that an observation sequence O generated by a system is represented as one of finite number of states. At each time step, the system makes a transition from its current state to another one, and according to state specific probability distribution emits an observation symbol. A Hidden Markov Model is defined by the number of states, N; the number of different observation symbols, M; the state transition probabilities, A = {a_{ij}}; the state observation symbol probability distributions, B = {b_j(k)}; and the initial state distribution, π = {π_i}. The appropriate values of M, N, A, B
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and π specify an HMM which can be used as generation of observation symbols.

\[ O = (o_1, o_2, ..., o_T) \]

Every HMM can be compactly denoted as \( \lambda = (A, B, \pi) \) to indicate the complete set of model parameter.

In an Ergodic HMM, every state of the model can be reached (in a single step) from every other state Fig. 1. This model seems to be the most practical for any language, because it assumes that every letter is reachable from every other. This assumption is very close to reality, and enables the model to adapt itself to any new words that are added to the language.

![Fig. 1 A 4 States Ergodic Markov Model](image)

In general, the following needs to be considered when applying HMMs [8]:

1. Given the model parameters \( \lambda \), what is the probability of observing a particular sequence \( O = (o_1, o_2, ..., o_T) \)?
2. Given the model parameters \( \lambda \) and the observation sequence, what is the state sequence of system?
3. How to adjust the model parameters to maximize \( P(O | \lambda) \)?

In the case of the text to speech systems, the second requirement is not relevant because the state sequence is determined by the text under process. The first requirement reduces to a simple form of finding the probability of observation sequence, given the model parameters and state sequence. For example, consider the state sequence \( \mathcal{Q} = (q_1, q_2, ..., q_T) \) and the model parameters \( \lambda = (A, B, \pi) \). The probability of the corresponding observation sequence \( O = (o_1, o_2, ..., o_T) \) is computed as follows:

\[ P(O | \mathcal{Q}, \lambda) = P(o_1, o_2, ..., o_T | q_1, q_2, ..., q_T, \lambda) \]

When a statistical independency is considered between observations, (1) reduces to:

\[ \prod_{t=1}^{T} P(o_t | q_t, \lambda) = b_{q_t} (o_1) b_{q_2} (o_2) ... b_{q_T} (o_T) \]

These conditional probabilities may be stored in CPTs (Conditional Probability Tables).

The third issue is the most difficult. It does not have a known analytical solution. However, in the context of text to speech systems, this problem may be solved by counting the number of occurrences over the training set. In this case, a training set consisting of words with their corresponding phonetic spellings is prepared. Each word in this training set is assigned a repetition coefficient, which is the indicator of the occurrence probability of the word in the language for which the system is being designed. Since there are dependencies between the corresponding phonetic units of each letter of the word and preceding and future letters, the model discussed is not properly matched to model the language. So to consider these dependencies, a new model, which is called Smooth Ergodic HMM, will be developed.

SEHMM is an Ergodic Hidden Markov Model in which the observation is conditioned on the current state as well as the adjacent events (states and/or observations). We consider two Classes of SEHMM models. In the class I model, dependency is assumed to be on the adjacent states, on which the observation is conditioned. Different number of states results in different kinds of SEHMMs. These are called \( m-n \) SEHMMs, \( m \) and \( n \) are left and right adjacent states respectively. A 1-1 SEHMM is depicted in Fig. 2.

![Fig. 2 A 1-1 SEHMM](image)

The observation probabilities of this set of \( m-n \) SEHMMs have the following form:

\[ B = \{b_j (k)\}; \]

\[ b_{x_{i-m}...x_{i+n}} (k) = P[y_k | at \]

\[ t | q_t = S_{i_t}, q_{t-m} = S_{i_{t-m}}, ..., q_{t+n} = S_{i_{t+n}} \],

\[ 1 \leq i_{t-m}, ..., i_0, ..., i_{t+n} \leq N \]

\[ 1 \leq k \leq M \]

For calculation of observing probabilities for a particular sequence of observation \( O = (o_1, o_2, ..., o_T) \) for \( m-n \) SEHMM, we have:

**Theorem 1:** The observation probability of the observation sequence \( O = (o_1, o_2, o_3, ..., o_T) \) in the class I SEHMM is:

\[ Q' = (q_{i-m}, ..., q_t, ..., q_{i+n}) \]

\[ P(O | Q', \lambda) = \prod_{t=1}^{T} P(o_t | Q'_t, \lambda) \]  
(2)
at time $t$ is assumed to be dependent on, $o_t$ is the system observation at time $t$ and $\lambda$ is the model parameters.

**Proof:** $P(O \mid Q, \lambda) = P(o_1, o_2, \ldots, o_T \mid Q, \lambda)$

Since the probability of appearing $o_t, o_{t-1}, \ldots, o_T$ conditioned on $Q, \lambda$ are independent so we have

$$P(O \mid Q, \lambda) = P(o_1 \mid Q, \lambda)P(o_2 \mid Q, \lambda)\ldots P(o_T \mid Q, \lambda)$$

By the assumption, $o_1$ is only dependent on $Q'_1$, $o_2$ is only dependent on $Q'_2, \ldots$ and $o_T$ is only dependent on $Q'_T$, then we have

$$P(O \mid Q, \lambda) = P(o_1 \mid Q' \lambda)P(o_2 \mid Q'_2, \lambda)\ldots P(o_T \mid Q'_T, \lambda) = \prod_{t=1}^{T} P(o_t \mid Q'_t, \lambda)$$

and the theorem is proved.

In equation (2), it is apparent that the observations are supposed to be independent. Thus we have:

$$P(O \mid Q, \lambda) = b_{o_1}(o_1)b_{o_2}(o_2)\ldots b_{o_T}(o_T)$$

$$b_{o_t}(o_t) = P(o_t \mid Q'_t, \lambda)$$

In the class II SEHMM, the observation probabilities are conditioned on previous observations of the system in addition to the current, left and right states of the system. We use a general name for this class of SEHMM as $m-n-l$ SEHMM, where $m$ and $n$ denote the number of adjacent states and $l$ being the number of previous observations of system on which the current observation is conditioned. A 1-1-1 SEHMM is depicted in Fig. 3.

![Fig. 3 A 1-1-1 SEHMM](image)

The observation probabilities of this set of $m-n-l$ SEHMMs have the following form:

$$B = \{b_j(k)\}$$

$$b_j(k) = P(v_j \mid k)$$

$$t \mid q_t = S_{i-m}, q_{t-m} = S_{i_1}, \ldots, q_{t+n} = S_{i_N}, o_{t-1}, \ldots, o_{T-1}, \leq N \leq M$$

The probability that the observation sequence $O = (o_1, o_2, o_3, \ldots, o_T)$ at output of the system in the $m-n-l$ SEHMM is as follows:

**Theorem 2:** The observation probability of the observation sequence $O = (o_1, o_2, o_3, \ldots, o_T)$ in the class II SEHMM is:

$$Q'_t = (q_{t-m}, \ldots, q_t, \ldots, q_{t+n})$$

$$O'_t = (o_{t-1}, \ldots, o_{t-1})$$

$$P(O \mid Q, \lambda) = \prod_{t=1}^{T} P(o_t \mid O'_t, Q'_t, \lambda)$$

where $Q'_t$ is the set of adjacent states, which appeared in conditional probability of the observation and $O'_t$ is the previous observations of the system, which are effective on the current observation of the system.

**Proof:** We use mathematical induction to prove this theorem. Starting with $T=1$

For $T = 1$: $Q'_t = (q_{t}, \ldots, q_{t+n})$

$O'_t = \text{Non}$

$$P(O \mid Q, \lambda) = P(o_1 \mid Q, \lambda) = p(o_1 \mid O, Q, \lambda)$$

$$= \prod_{t=1}^{T} P(o_t \mid O'_t, Q'_t, \lambda)$$

Now assume that the assertion has been proved for particular value of $T = T'$

For $T = T'$

$$Q'_t = (q_{t-m}, \ldots, q_t, \ldots, q_{t+n})$$

$$O'_t = (o_{t-1}, \ldots, o_{t-1})$$

$$P(O \mid Q, \lambda) = \prod_{t=1}^{T} P(o_t \mid O'_t, Q'_t, \lambda)$$

Now using this, we shall deduce the corresponding result for $T = T' + 1$

For $T = T' + 1$

$$Q'_{t+1} = (q_{t-m}, \ldots, q_t, \ldots, q_{t+n})$$

$$O'_{t+1} = (o_{t-1}, \ldots, o_{t-1})$$

$$P(O \mid Q, \lambda) = P(o_{t-1}, \ldots, o_{T-1} \mid Q, \lambda)$$

$$= P(o_{t-1} \mid Q, \lambda)P(o_{t-1}, \ldots, o_{T-1} \mid Q, \lambda)$$

Since $(o_1, \ldots, o_T)$ is independent of $o_{T+1}$ then
\[
P(O | Q, \lambda) = P(o_{T+1} | Q, \lambda) P(o_1,\ldots,o_T | Q, \lambda) = \\
= P(o_{T+1} | Q, \lambda) \prod_{t=1}^{T} P(o_t | O'_t, Q'_t, \lambda) \\
= \prod_{t=1}^{T+1} P(o_t | O'_t, Q'_t, \lambda)
\]
And the theorem is proved.

The training phase of different classes of SEHMM is based on choosing \( \lambda = (A, B, \pi) \) such that \( P(O | \lambda) \) is maximized. This criterion is achieved using an iterative procedure such as the EM (expectation-modification) method. In the case of discrete CPTs, the crux of the EM algorithm is extremely simple and obtains simply by counting.

In the case of discrete CPTs, the crux of the EM algorithm is extremely simple and obtains simply by counting. As in the first class of SEHMM the observation probabilities extremely simple and obtains simply by counting.
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The training phase of different classes of SEHMM is based on choosing \( \lambda = (A, B, \pi) \) such that \( P(O | \lambda) \) is maximized. This criterion is achieved using an iterative procedure such as the EM (expectation-modification) method. In the case of discrete CPTs, the crux of the EM algorithm is extremely simple and obtains simply by counting.
There are some limitations in the Persian vowelization process and every sequence of observations cannot appear in the output of the system. This implies the idea of conditioning the current observation of the system on the previous observations as well as adjacent states. The idea is implemented in the Class II of the SEHMM. Fig. 6 illustrates the error of the different kinds of Class II SEHMM. It is seen that the error increases rapidly with an increase in the order of the SEHMM. The complexity of system is depicted in Fig. 7. It is apparent that the complexity increases linearly in the logarithmic scale as the number of adjacent states increases.

The performance difference between 1-1-1 SEHMM and 1-2-1 SEHMM illustrate that in the higher order SEHMM, there would be no major improvements in system performances.
The performance comparison of the two classes of SEHMM versus system complexity is illustrated in Figure 8. It is clear that in the Class II of SEHMM, higher performance can be achieved with lower complexity.

V. PREPROCESSING

Before the words are processed by the SEHMM, some preprocessing is useful. Because of the complexity of the phonetic spelling extraction process, applying some Persian language rules can greatly increase the extraction accuracy. For example, if certain pairs of letters appear in a particular position in a word, there is no ambiguity about the phonetic spelling, so it can be determined using a rule database. This database specifies the positions and their corresponding phonetic spelling. These rules can also be incorporated into the neural network, but this increases the amount of information and rules that the neural network should learn. Thus, using these preprocessing rules, the resources required to achieve a desired accuracy are reduced.

Some of the words in Arabic are widely used in Persian. Arabic is a rule based language in which the phonetic spelling extraction process obeys known rules. Thus Arabic rules are also stored in the database to easily obtain the phonetic spelling of these words.

There are some exceptions to the Persian rules, which mean there are words for which the rules cannot be applied. These words and their corresponding phonetic spelling are stored in a dictionary.

Preprocessing is also used to distinguish the suffix and/or prefix of each word in the text. There are many suffixes and prefixes in the Persian language, and they should be separated from the original word before the word enters the neural network. These suffixes and prefixes result in many different words. Thus by learning just a main word, the neural network can correctly extract the phonetic spelling of its variations.

When a suffix and/or prefix is identified, it is separated from the word as the last stage of preprocessing. The word is now ready for being processed by SEHMM. The flowchart of this modifies system is shown in Fig 9. For our training set, using preprocessing increases the performance of the 0-1-1 SEHMM from 94% to 98%. The effect of this preprocessing is dependent on text under process and the number of words in the text on which the preprocessing can be applied.

VI. CONCLUSION

Probabilistic model demonstrates very high capability in modeling natural phenomena. In this paper a new model called Smooth Ergodic Hidden Markov Model is proposed for text to speech systems. This model is divided into two major classes, which are called $m$-$n$ SEHMM and $m$-$n$-$l$ SEHMM. The system performances are shown for different values of $m$, $n$ and $l$. It is shown that increasing $m$, $n$ and $l$ values improves the performance of the system rapidly for the $m$ and $n$. However, considering more adjacent states/observations does not improve the performance noticeably, but the addition of the system order increases the complexity significantly. After comparing different versions of Class I and Class II of SEHMM, it seems that the 0-1-1 SEHMM is the best choice for Persian TTS systems, though for achieving better performance 1-1-1 SEHMM also can be used. In comparison
to the traditional method of mapping words into their phonetic spelling, in which the neural networks is used, the performance of 80-85% could be achieved [10]. But by using the new probabilistic model the system performance increased to 98%. This performance improvement is due to the fact that the SEHMM can be trained over the entire language.
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