Abstract—As the majority of faults are found in a few of its modules so there is a need to investigate the modules that are affected severely as compared to other modules and proper maintenance need to be done in time especially for the critical applications. As, Neural networks, which have been already applied in software engineering applications to build reliability growth models predict the gross change or reusability metrics. Neural networks are non-linear sophisticated modeling techniques that are able to model complex functions. Neural network techniques are used when exact nature of input and outputs is not known. A key feature is that they learn the relationship between input and output through training. In this present work, various Neural Network Based techniques are explored and comparative analysis is performed for the prediction of level of need of maintenance by predicting level severity of faults present in NASA’s public domain defect dataset. The comparison of different algorithms is made on the basis of Mean Absolute Error, Root Mean Square Error and Accuracy Values. It is concluded that Generalized Regression Networks is the best algorithm for classification of the software components into different level of severity of impact of the faults. The algorithm can be used to develop model that can be used for identifying modules that are heavily affected by the faults.
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I. INTRODUCTION

STATISTICAL methods, machine learning and mixed techniques are widely used in literature to predict software faults [1-11]. Many researchers have carried out significant work in the area of fault prediction and very less work is performed for the software maintenance severity prediction. In [12], the author has used various machine learning techniques for an intelligent system for the software maintenance prediction and proposed the logistic model Trees (LMT) algorithms on the basis of Mean Absolute Error (MAE), Root Mean Square Error (RMSE) and Accuracy percentage.

The Neural Network (NN) is a network consisting of connected neurons. Information can propagate in NN by firing electric pulses through its connections. The connection (weights) change throughout the lifetime of a neuron and the amount of incoming pulses needed to activate a neuron also change. This behavior allows the NN to learn. We can train a neural network to perform a particular function by adjusting the values of the connections (weights) between elements. Commonly neural networks are adjusted, or trained, so that a particular input leads to a specific target output.

The main aim of this work is to model the impact of faults in object oriented software modules. The main objectives are described as follows:

• To find the structural code and design attributes of software systems

• Find the best algorithms that can be used to model impact of faults in object oriented i.e. the predict the level of impact of the faults in the software system

This paper is organized as follows: Section two describes the Methodology part of work done, which shows the steps used in order to reach the objectives and carry out the results. In the section three, results of the implementation are discussed. In the last section, on the basis of the discussion various Conclusions are drawn and the future scope for the present work is discussed.

II. PROPOSED METHODOLOGY

The methodology consists of the following steps:

A. Find the Structural Code and Design Attributes

The first step is to find the structural code and design attributes of software systems i.e. software metrics. The real-time defect data sets are taken from the NASA’s MDP (Metric Data Program) data repository. The dataset is related to the safety critical software systems being developed by NASA.

B. Collection of Metric Values

The suitable metrics like product module metrics out of these data sets are considered. The term product is used referring to module level data. The term metrics data applies to any finite numeric values, which describe measured qualities and characteristics of a product. The term product refers to anything to which defect data and metrics data can be associated. In most cases products will be synonymous with code related items such a functions and systems/sub-systems.

The metrics are as follows:

• LOC_BLANK

• BRANCH_COUNT

• CALL_PAIRS

• LOC_CODE_AND_COMMENT

• LOC_COMMENTS

• CONDITION_COUNT

III. IMPLEMENTATION

In the section three, results of the implementation are discussed. In the last section, on the basis of the discussion various Conclusions are drawn and the future scope for the present work is discussed.
In the next step, the metrics are analyzed, refined and normalized and then used for modeling of fault tolerance in software systems.

D. Explore Different Neural Network Techniques

It is very important to find the suitable algorithm for classification of software components into different levels of fault severity in software systems. In the implementation, first the network is created and trained on the training data. Thereafter, the trained network is tested by testing data in the testing phase. The results of the different algorithms are expressed in terms of MAE, RMSE, and Accuracy values. The details of the different criteria used are in next step. The following steps will be followed to train a Neural Network:

- Load the data
- Divide data into Training, Validation and Test data
- Set number of hidden neurons
- Training is accomplished by sending a given set of inputs through the network and comparing the results with a set of target outputs.
- If there is a difference between the actual and target outputs, the weights are adjusted to produce a set of outputs closer to the target values.
- Network weights are determined by adding an error correction value to the old weight.
- The amount of correction is determined
- This training procedure is repeated until the network performance no longer improves.
- If the network is successfully trained, it can then be given new sets of input and generally produce correct results on its own.

E. Comparison of the Algorithms

The comparisons are made on the basis of the more accuracy and least value of MAE and RMSE error values. Accuracy value of the prediction model is the major criteria used for comparison. The mean absolute error is chosen as the standard error. The technique having lower value of mean absolute error is chosen as the best fault prediction technique.

- **Mean absolute error**

  Mean absolute error, MAE is the average of the difference between predicted and actual value in all test cases; it is the average prediction error [13]. The formula for calculating MAE is given in equation shown below:

  \[ \frac{1}{n} \sum_{i=1}^{n} \left| a_i - c_i \right| \]

  Assuming that the actual output is \( a \), expected output is \( c \).

- **Root mean-squared error**

  RMSE is frequently used measure of differences between values predicted by a model or estimator and the values actually observed from the thing being modeled or estimated [13]. It is just the square root of the mean-squared-error as shown in equation given below:

  \[ \sqrt{\frac{1}{n} \sum_{i=1}^{n} (a_i - c_i)^2} \]

  The mean-squared error is one of the most commonly used measures of success for numeric prediction. This value is computed by taking the average of the squared differences between each computed value and its corresponding correct value. The root mean-squared error is simply the square root of the mean-squared-error. The root mean-squared error gives the error value the same dimensionality as the actual and predicted values.

  The mean absolute error and root mean squared error is calculated for each machine learning algorithm i.e. Neural Network.

III. RESULTS & DISCUSSION

The first step is to find the structural code and design attributes of software systems i.e. software metrics. The real-time defect data set used is taken from the NASA’s MDP (Metric Data Program) data repository, the details of that dataset contains 293 Object Oriented modules with different values of impact of faults labeled as 1, 2, 3, 4 and 5. Details of the Type of Modules in the Dataset are shown in Table I in tabular form and Fig. 1 in graphical form.
The algorithms are evaluated on the basis of the following criteria:

The developed software computes the mean absolute error, root mean squared error, relative absolute error and root relative squared error. However, the most commonly reported error is the mean absolute error and root mean squared error. The root mean squared error is more sensitive to outliers in the data than the mean absolute error. In order to minimize the effect of outliers, mean absolute error is chosen as the standard error. The prediction technique having least value of mean absolute error is chosen as the best prediction technique.

Mean absolute error, $MAE$ is the average of the difference between predicted and actual value in all test cases. The root mean-squared error i.e. $RMSE$ is simply the square root of the mean-squared-error. The root mean-squared error gives the error value as the same dimensionality as the actual and predicted values.

The mean-squared error is one of the most commonly used measures of success for numeric prediction. This value is computed by taking the average of the squared differences between each computed value and its corresponding correct value.

The $MAE$ and $RMSE$ can be used together to diagnose the variation in the errors in a set of forecasts. The $RMSE$ will always be larger or equal to the $MAE$.

The greater difference between them, the greater the variance in the individual errors in the sample. If root mean squared error is equal to mean absolute error, then all the errors are of the same magnitude. Both root mean squared error and mean absolute error can range from 0 to $\infty$.

$MAE$ and $RMSE$ are negatively-oriented scores and lower values are better. So, algorithm with least value of mean absolute error is considered as the best algorithm.

In the present work the following Neural Network based algorithms experimented in Matlab 7.4 as listed in table:

### Table II

**Performance Results of Different Neural Network Algorithms**

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Algorithm</th>
<th>$MAE$</th>
<th>$RMSE$</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Batch Gradient Descent without momentum</td>
<td>.3482</td>
<td>.6600</td>
<td>72</td>
</tr>
<tr>
<td>2</td>
<td>Batch Gradient Descent with momentum</td>
<td>.3453</td>
<td>.6615</td>
<td>72</td>
</tr>
<tr>
<td>3</td>
<td>Variable Learning Rate without momentum</td>
<td>.6948</td>
<td>.8666</td>
<td>33.333</td>
</tr>
<tr>
<td>4</td>
<td>Variable Learning Rate training with momentum</td>
<td>.3872</td>
<td>.6896</td>
<td>70</td>
</tr>
<tr>
<td>5</td>
<td>Resilient Backpropagation</td>
<td>.3667</td>
<td>.6558</td>
<td>70.666</td>
</tr>
<tr>
<td>6</td>
<td>Fletcher-Reeves version of the conjugate gradient algorithm</td>
<td>.9354</td>
<td>1.2182</td>
<td>52.666</td>
</tr>
<tr>
<td>7</td>
<td>Polak-Ribiére Update version of the conjugate gradient algorithm</td>
<td>.4808</td>
<td>.7132</td>
<td>62</td>
</tr>
<tr>
<td>8</td>
<td>Powell-Beale Restarts version of the conjugate gradient algorithm</td>
<td>.3806</td>
<td>.6547</td>
<td>70</td>
</tr>
<tr>
<td>9</td>
<td>Scaled Conjugate Gradient version of the conjugate gradient algorithm</td>
<td>.3703</td>
<td>.6484</td>
<td>71</td>
</tr>
<tr>
<td>10</td>
<td>Quasi-Newton BFGS Algorithm</td>
<td>.3478</td>
<td>.6733</td>
<td>72</td>
</tr>
<tr>
<td>11</td>
<td>Quasi-Newton One Step Secant Algorithm</td>
<td>.3484</td>
<td>.6614</td>
<td>72</td>
</tr>
<tr>
<td>12</td>
<td>Levenberg-Marquardt Algorithm</td>
<td>.6530</td>
<td>1.8896</td>
<td>72.333</td>
</tr>
<tr>
<td>13</td>
<td>Generalized Regression Networks</td>
<td>.0265</td>
<td>0.1056</td>
<td>97.666</td>
</tr>
<tr>
<td>14</td>
<td>Self Organizing Network</td>
<td>1.1229</td>
<td>1.3386</td>
<td>12.969</td>
</tr>
</tbody>
</table>

Table II shows the results of the evaluation of different Neural Network based machine learning algorithms for classification and modeling of software components into different levels of fault severity present in the software modules. From the Results we found, the best algorithm comes out to be Generalized Regression Algorithm with 97.6667, 0.0265 and 0.1056 as $Accuracy$, $MAE$ and $RMSE$ values respectively.
IV. CONCLUSION AND FUTURE SCOPE

Prediction of software maintenance severity in the software modules supports software quality engineering through improved scheduling and project control. It is a key step towards steering the software testing and improving the effectiveness of the whole process. Fault severity prediction is used to improve software process control and achieve high software reliability. On comparing all the Neural Network based algorithms, it is observed that the results of the Generalized Regression Networks have outperformed all the other algorithms in terms of MAE, RMSE and Accuracy percentage values. The second best algorithm among the experimented algorithms is Batch Gradient Descent without momentum. The performance of the Batch Gradient Descent without momentum and Batch Gradient Descent with Momentum algorithms is almost same.

It is therefore, concluded that Generalized Regression Networks is the best algorithm for classification of the software components into different level of severity of impact of the faults. The algorithm can be used to develop model that can be used for identifying modules that are heavily affected by the faults and those can be debugged.
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