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Abstract—In this paper, an innovative watermarking scheme for audio signal based on genetic algorithms (GA) in the discrete wavelet transforms is proposed. It is robust against watermarking attacks, which are commonly employed in literature. In addition, the watermarked image quality is also considered. We employ GA for the optimal localization and intensity of watermark. The watermark detection process can be performed without using the original audio signal. The experimental results demonstrate that watermark is inaudible and robust to many digital signal processing, such as cropping, low pass filter, additive noise.
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I. INTRODUCTION

Currently, multimedia data have become widespread via the internet. It may be that the ease with which perfect copies can be made will lead to large-scale unauthorized. There has therefore been significant recent research into ‘steganography’ to copyright, such as Digital watermarking which has consequently been introduced as a complementary Copyright protection technology. The enormous growth of the digital world: Old analog audio tapes were substituted by digital disks, personal computers with internet connections took homes by storms and digital versatile disk (DVD) players invaded living rooms. Unfortunately, this has also raised many concerns regarding copyright protection since digital data can be perfectly duplicated and rapidly redistributed on a large scale. Today, even nontechnical users can exchange copyrighted material via peer-to-peer networks and multimedia content providers have requested security mechanisms before releasing their highly valued property. Many digital right management (DRM) frameworks rely on end-to-end encryption to make digital data completely unusable without the proper decryption key. However, this protection falls when encrypted data is decrypted to eventually be presented to a human user. Digital watermarking was consequently introduced in the 1990s as a second line of defense to fill this analog hole. There are many techniques of audio watermarking algorithms can be grouped into third categories: patchwork in the frequency domain [1], echo hiding in the time domain [2, 3, 4, 5, 6 and 7], and spread-spectrum [8, 9, 10, 11, 12, 13, 14, 15, 16 and 25]. To improve the performance of watermarking schemes is to make use of artificial intelligence techniques. The image watermarking problem can be viewed as an optimization problem. Therefore, it can be solved by genetic algorithms (GA). There has been little research in application of GA to image watermarking problems. Huang et al. [17, 18] proposed a watermarking method based on the DCT and GA. They embedded the watermark with visually recognizable patterns into the image by selectively modifying the middle-frequency parts of the image. The GA is applied to search for the locations to embed the watermarking in the DCT coefficient block such that the quality of the watermarked image is optimized. Shieh et al. [19] presented a watermarking optimization technique similar to [17, 18]. They use GA to find the optimum frequency bands for watermark embedding into a DCT-based watermarking system, which can simultaneously improve security, robustness, and the image quality of the watermarked image. Genetic algorithm (GA) has established itself as one of the most powerful and applicable optimization optimization methods. Because of its high flexibility and robustness beside its simplistic implementation procedure, the GA has been employed for a large number of applications in signal processing areas as a powerful optimization tool. Successful operation of GA is widening its application in signal processing.

In this paper, we present a new method for audio watermark systems. Our paper is based on the methodology: in order to manipulate search for optimal localization. This is the idea of utilizing the evolutionary algorithms in the field of audio watermark systems.

The rest of the paper is organized as follows. In section 2, we briefly review the watermarking schemes, discrete wavelet transforms (DWT), data payload and genetic algorithm. In section 3, we explain the methodology to incorporate genetic algorithms for the embedding algorithm. The detection algorithm is shown in section 4, and we conclude this paper in section 5.
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II. NOTATION AND BACKGROUND

A. Watermarking Schemes

The basic idea of watermarking is to add a watermark signal into the host data to be watermarked such that the watermark signal is unobtrusive and secure in the signal mixture, but can partly or fully be recovered from the signal mixture later on if the correct cryptographically secure key is used. In order to ensure imperceptibility of the modification caused by watermark embedding, we use a perceptibility criterion of some sort. This can be implicit or explicit, fixed or adaptive to host data. As a consequence of the required imperceptibility, the individual samples (e.g., pixels or transform coefficients) that are involved in watermark embedding can be only modified by an amount relatively small to their average amplitude. In order to ensure robustness despite of the small allowed changes, we usually distribute the watermark information redundantly over many samples (e.g., pixels) of the host data. Therefore, the recovery is more robust if more watermarked data are available for recovery.

1) Patchwork Scheme

The patchwork scheme [1] embeds a special statistic into an original audio signal. The two major steps in the scheme are: (i) choose two patches pseudo-randomly and (ii) add the small constant value d to the samples of one patch A and subtract the same value d from the samples of patch B. Mathematically speaking

\[ a_i^* = a_i + d; b_i^* = b_i - d \]  

(1)

Where \( a_i \) and \( b_i \) are samples of the patchwork sets a and b. Thus, the original sample values have been slightly modified.

2) Echo Hiding Scheme

Echo hiding [2, 3, 4, 5, 6, 7] is a method for embedding information into an audio signal. It seeks to do so in a robust fashion, while not perceptively degrading the original signal. Echo hiding has applications in providing proof of the ownership, annotation, and assurance of content integrity. Therefore, the embedded data should not be sensitive to removal by common transform to the embedded audio, such as filtering, re-sampling, block editing, or lossy data compression. Echo hiding embeds data by introducing an echo. The value of a hidden datum corresponds to the time delay of the echo (for example, d for 1 and d' for 0) and its amplitude. The echo delays are selected to be less than the detectable hearing limit.

\[ y[n] = x[n] + \alpha[n - \delta] \]  

(2)

Where \( x[n] \) is the original audio signal, \( \alpha \) is the echo’s amplitude and \( \delta \) is the audio signal delay, the delay time need to be below the threshold at the human ear can resolve the echo. The data are hidden by varying two parameters of the echo: initial amplitude, and offset. As the delay between the original and echo decreases, the two signals blend.

3) Spread-Spectrum

Spread-spectrum watermarking scheme is an example of the correlation method which embeds pseudo-random sequence and detects watermark by calculating correlation between pseudo-random noise sequence and watermarked audio signal. This scheme spreads pseudo-random sequence across the audio signal (Fig. 1).

\[ y[n] = x[n] + \alpha w(n) \]  

(3)

The wideband noise can be spread into either time domain signal or transform-domain signal no matter what transform is used. Frequently used transforms include DCT (Discrete Cosine Transform), DFT (Discrete Fourier Transform), and DWT (Discrete Wavelet Transform). The binary watermark message \( \{ 0, 1 \} \) or its equivalent bipolar variable \( b = \{-1, +1\} \) is modulated by a pseudo-random sequence \( r(n) \) generated by means of a secret key. Then the modulated watermark \( w(n) = br(n) \) is scaled according to the required energy of the audio signal \( s(n) \). The scaling factor \( \alpha \) controls the trade-off between robustness and audibility of the watermark. The modulated watermark \( w(n) \) is equal to either \( r(n) \) or \( -r(n) \) depending on whether \( v = 1 \) or \( v = 0 \). The modulated signal is then added to the original audio to produce the watermarked audio \( x(n) \) such as

\[ x(n) = s(n) + \alpha w(n) \]  

B. Discrete Wavelet Transform (DWT)

The discrete wavelet transform has received a tremendous amount of interest in many important signal processing applications including audio and image watermarking [20,
21, and 22]. It has been developed with the idea of looking at a signal at various scales and analyzing it with various resolutions. The basis functions are obtained from a single prototype wavelet by dilations, contractions and shifts. The principle objective of the wavelet transform is to hierarchically decompose an input signal into a series of successively lower frequency approximation sub band and their associated detail sub bands. For the dyadic wavelet decomposition, at each level, the low frequency approximation sub band and detail sub band (or sub bands for multidimensional case) contain the information needed to reconstruct the low frequency approximation signal at the next higher resolution level. Wavelet techniques provide excellent space and frequency energy compaction, in which energy tends to a cluster spatially in each sub band. For DWT, the link between the spatial/temporal domain signals, f(t), and the DWT of f(t), d(k,l),is

\[ f(t) = \sum_{k=-\infty}^{\infty} \sum_{l=-\infty}^{\infty} d(k,l)2^{-\frac{k}{2}} \psi(2^{-\frac{k}{2}}t-l) \]  

(4)

Where \( \psi(\cdot) \) denotes the mother wavelet.

C. Data Payload

The data payload refers to the number of bits that are embedded into origin audio within a unit of time, measured with bps (bit per second). Suppose that the sampling rate of audio is \( R \) (Hz) per second and the wavelet decomposition level is \( K \). The data payload \( B \) of the algorithm is defined as:

\[ B = \frac{R}{2^K} \text{ bps} \]  

(5)

D. Genetic Algorithm

GA is a search technique for finding the global maximum/minimum solutions for problems. Although the GA operation performs randomly, choosing candidates to avoid stranding on a local optimum solution, there is no guarantee that the global maximum/minimum will be found. In general, the possibility of obtaining the global maximum/minimum by using GA is related to the complexity of a problem. That is the more complex a problem is, the higher the difficulty of obtaining the optimum solution [23]. The GA is one of the most widely used artificial intelligent techniques for optimization. They have been successfully applied to obtain good solutions in optimal localization and intensity of audio watermark. Usually, the GA starts with some randomly selected genes as the first generation, called population. Each individual in the population corresponding to a solution in the problem domain is called chromosome. An objective, called fitness function, is used to evaluate the quality of each chromosome. The chromosomes of high quality will survive and form a new population of the next generation. By using the tree operators: selection, crossover, and mutation, we recombine a new generation to find the best solution. In order to apply the GA for embedding audio watermarking into the DWT the chromosomes is used to adjust position values of audio watermarking on DWT.

III. EMBEDDING ALGORITHM

In this paper, the watermark data is a binary logo image. The embedding algorithm is performed to the wavelet coefficients obtained from 5-level wavelet decomposition. The security of the algorithm is enhanced by performing a random permutation to the watermark image. The watermarking embedding algorithm is as follows:

1. The watermark data, which is a \( M_1 \times M_2 \) binary logo image, is transformed into a unidimensional antipodal sequence \( w(i) \in \{-1, 1\} \) where \( M_1 \) and \( M_2 \) are the number of rows and columns of the binary watermark image. Then, we generate the random sequence \( r(i) \) which is used to encrypt watermark to ensure security.

2. The input audio signal sampled at 44100 Hz is decomposed into five levels using 4-coefficient Daubechies wavelet (Db4). Next, all obtained wavelet coefficients at coarsest approximation subband are divided into \( k \) segments where \( k=M_1M_2/8 \). After this step, we have segmented wavelet coefficients, \( C_i(i) \).

3. The average value of each segment \( C_i(i), m_k(i) \), is calculated and removed from all wavelet coefficients in \( C_i(i) \) at the coarsest approximation subband to facilitate the embedding process. Let \( C'_i(i) \) be the modified \( C_i(i) \) by

\[ C'_i(i) = C_i(i) - m_k(i) \]  

(6)

4. Then, each bit of watermark data is embedded into each \( C_i'(i) \) using the following method: if \( w(i) = 1 \), all coefficients in selected segment are added by \( \beta \); if \( w(i) = -1 \), they are subtracted \( \beta \) is the magnitude of \( m_k(i) \)

\[ y_i(i) = C_i'(i) + \beta w(i) \]  

(7)

5. IDWT is applied to the modified wavelet coefficients to transform them back to the audio signal in time domain.

The steps for applying GA into the watermarking system can be summarized embedding algorithm is shown in Fig. 2.

A. Various Attacks

Filtering To test the robustness against filtering a bandpass filter was applied to the watermarked signal by amplifying the signal by -9 dB in the low and high frequency domain. The cut-off frequency has been 441 Hz for the low-pass and 4410 Hz for the high-pass filter. These filtering results in audible distortions in comparison to the original signal the paper will be sent. Proofs are sent to the corresponding author only.

Robustness against cropping The embedding of the watermark in every time slice of about 1.2 seconds enables the detection of the watermark even in the case of cropping
or cutting. The necessary precondition for reading the watermark is to have a contiguous part of at least about 2.5 seconds from the watermarked audio stream.

**Random noise:** Addition of random numbers to the samples, constrained by a parameter giving the relative amount of the number compared with the original signal. Up the 0.91% of the original sample value could be added as noise without degrading the perceived quality.

**C. Watermarking Scheme with GA**

In this section, we will introduce how to employ genetic algorithm into the mentioned DWT watermarking scheme. We will define an object function and use GA to optimize this function. The diagram of our proposed algorithm is shown in Fig. 2, and details of the GA are described as follows.

**1) Chromosome Encoding**

There are 100 chromosomes used in this work. The chromosomes are encoded using a 1000-digit binary string encoding scheme. Each chromosome is represented by the positions of embedding. There are 625 ones (1's) and 375 zeros (0's), where the ones are the position of the watermarks.
2) Objective Function Evaluation

The objective function of GA is composed of the signal-to-noise-ratio (SNR) of the watermarked signal versus the host signal used as a quality measure and the similarity (Sim) between extracted watermark and original watermark. The objective value \( f_i \) can be computed by the following equation:

\[
f_i = \text{SNR}_i + \frac{1}{p} \sum_{n=1}^{p} (\text{Sim}_{n,i})
\]

where \( p \) is the number of attacking schemes.

3) Operator Selection: The selection method chosen is tournament selection with both tournament size and tournament probability as parameters to be optimized. The best chromosome in a tournament is determined by fitness, as described above.

Crossover: Crossover needs to be redesigned. The redesigned crossover has to keep the number of 1 bits (in each chromosome) to be stable at 625 and equal to those of the watermark, and the crossover rate is equal to 0.9. The process of crossover is as follow (see Figure 4):

Step 1: Randomly generate two chromosomes.
Step 2: Search positions that two chromosomes are different (Set P).
Step 3: Randomly select two positions from the set P.
Step 4: Consider each chromosome. If the two positions selected in Step 3 are different, swap the genes in those positions.

Mutation: The reverse operator method works by dividing a bit string into sections of size \( N \). After that, the needed sections are chosen and mutated within that part.

IV. DETECTION ALGORITHM

The detection algorithm is performed without using the original audio signal. We first decompose watermarked audio signal into 5-level wavelet decomposition. Then, we segment the coefficients at the coarsest approximation sub-band as in the embedding process and calculate the mean value of each segment of audio signal wavelet coefficients. If the mean is larger than zero, a bit "1" is detected. If the mean is lower than zero, a bit ",-1" is detected. This step is repeated until all embedded bits are detected. Then, we decrypt the watermark by using the same random sequence used in embedding procedure. Finally, all detected bits are rearranged to form a binary image as a detected watermark.

V. EXPERIMENTAL RESULT

In order to verify the performance, we test our algorithm on 8-bit signed mono audio signals sampled at 16 kHz with the length of about 18 seconds in WAVE format. According to the International Federation of the Phonographic Industry (IFPI), the SNR of the watermarked audio signal should be greater than 20 dB [22, 24].

<table>
<thead>
<tr>
<th>Number of generations</th>
<th>SNR (DB)</th>
<th>Sim1</th>
<th>Sim2</th>
<th>Sim3</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>19.251</td>
<td>0.912</td>
<td>0.920</td>
<td>0.940</td>
</tr>
<tr>
<td>25</td>
<td>21.32</td>
<td>0.962</td>
<td>0.935</td>
<td>0.954</td>
</tr>
<tr>
<td>50</td>
<td>23.358</td>
<td>0.970</td>
<td>0.957</td>
<td>0.967</td>
</tr>
<tr>
<td>75</td>
<td>23.932</td>
<td>0.940</td>
<td>0.95</td>
<td>0.95</td>
</tr>
<tr>
<td>100</td>
<td>25.414</td>
<td>0.97</td>
<td>0.96</td>
<td>0.97</td>
</tr>
</tbody>
</table>

From the data in Table I, we find that both the SNR and Sim values increase in generation. We also represent the
relationships among the watermarked image quality and extract the Sim values with the number of generation. A population of 500 individuals (m=0.3) is used. In this example, the genetic algorithm was run for 100 generations. Fig. 6 shows the evolution of chromosomes length and average best fitness.

Fig. 7 Extracted watermark image with various similarity values

Extracted watermark images with difference similarities are shown in Fig. 7. The comparison of our algorithm is made with the algorithm using GA.

VI. CONCLUSION

In this paper, we proposed an audio watermarking and robust algorithm using DWT-based GA. It is robust because we make use of GA to the evaluation selection of the embedding regions. In addition to the robustness of the proposed algorithm, we also improve the watermarked image quality with the aid of GA. Furthermore, the proposed algorithm extends to the application for the progressive audio watermarking scheme.

Experimental result reveal that if we just borrow the concepts of existing algorithm, both the watermarked image quality and the Sim value use of the extracted watermarks after certain attacks will be poor. We also give the result of the progressive audio watermarking scheme to show the effectiveness of watermarking based on GA.. The GA offers a systematic way to consider the improvements of the evaluation. With the experimental result under a variety of attacking, we are able to require its robustness and greatness over the existing algorithm with the scheduled techniques. Here we show that the performance of the audio watermarking can be further enhanced by the combination of quality and robust.

To the knowledge of the authors, this is the application of GA for audio watermarking and widens application of GA in the area of signal processing. Possible future works of the proposed approach will aim at making suitable enhancements for genetic watermarking. Firstly, the GA algorithm should be able to search for the optimal intensity of watermarks. Secondly, the algorithm should support parallel GA audio watermarking as well.
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